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Abstract

How much of the spatial distribution of economic activity today is determined by

history rather than by geographic fundamentals? And if history matters for spatial

allocations, does it also matter for overall e�ciency? This paper develops a forward-

looking dynamic framework for the theoretical and empirical study of such questions.

We derive conditions on the strength of agglomeration externalities under which equi-

libria are unique and yet temporary historical shocks can have particularly persistent,

or even permanent (i.e. path-dependent) consequences. When estimated using U.S.

data from 1800-2000, this model displays multi-century persistence from small and

temporary shocks as well as path dependence (with large aggregate welfare e�ects)

throughout much of our estimated parameter range.
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1 Introduction

Economic activity today is staggeringly concentrated. For example, more than 1=6th of value-

added in the United States is produced in just three cities that occupy less than 1=160th of

its land area. Perhaps even more remarkable are the historical accidents that may have

determined the location of these three cities|one was a Dutch trading post, one a pueblo

for 22 adult and 22 children settlers designated by a Spanish governor to honor the angels,

and one a river mouth known to Algonquin residents for its wild garlic (or, chicago-ua).

There is no shortage of examples in which the quirks of history appear to in
uence

the current location of economic activity through either persistence|the long-lived depen-

dence of current outcomes on temporary events|or path dependence|where temporary

events can permanently shape long-run outcomes; see Nunn (2014) and Voth (2021). But

how widespread should we expect these phenomena to be in the spatial economies around

us? Going further, \does history matter only when it matters little?"|in Rauch’s (1993)

phrase|because it serves merely to reshu�e the current location of economic activity with-

out much a�ecting aggregate e�ciency?

In this paper we develop a new framework designed to shed light on these questions

and apply it to data from the United States between 1800 and 2000. Our model features

agglomeration externalities, forward-looking agents, and many heterogeneous locations that

interact through costly trade and migration. We derive conditions under which such an

environment can feature unique dynamics that nevertheless display substantial persistence

and even path dependence. Finally, our simulations, based on our estimated parameter

values, display exactly such phenomena for the U.S. spatial economy: small historical shocks

leave a sizable trace for several centuries and much of our estimated parameter range implies

that such shocks can cause large and permanent di�erences in long-run aggregate welfare.

To arrive at this conclusion, we begin in Section 2 by describing a dynamic model of

economic geography that combines essential features from two generations of work in the

�eld. An earlier tradition|pioneered by Krugman (1991), Matsuyama (1991), Fujita et al.

(1999), and Ottaviano (2001)|combined agglomeration externalities with in�nitely-lived

and forward-looking agents who inhabit a small number of symmetric locations. More re-

cent work|such as that by Desmet et al. (2018), Caliendo et al. (2019), and Kleinman

et al. (2021)|has pioneered the study of more empirically realistic settings with many lo-

cations that have arbitrarily heterogeneous characteristics such as trade costs, migration

costs, productivities and amenities. But to date it has done so without the combination of

agglomeration externalities and forward-looking agents that is necessary to embrace both

sides of the \history" (i.e. path dependence) versus \expectations" (i.e. the potential for

1



self-ful�lling equilibria based on forward-looking behavior) trade-o� that was central to the

earlier tradition.

In this model environment, we obtain three new theoretical results about dynamic eco-

nomic geography models. Our �rst result characterizes a condition for (bounded) equilibria

to be unique, regardless of the underlying path of geographic fundamentals, as is important

for the quantitative questions that we pose here. Indeed, we develop this result by �rst

providing a new statement about uniqueness in general economic systems that feature an

arbitrary set of variables (such as populations, wages, prices, etc.) that interact nonlin-

early in both forward- and backward-looking manners across heterogeneous entities (such as

locations). Our second result highlights how temporary shocks may be particularly persis-

tent|that is, feature a slow rate of convergence to a steady-state|when an economy gets

close to the parameter threshold at which uniqueness is not guaranteed. Finally, our third

result characterizes necessary (and \globally" su�cient) conditions for the economy to fea-

ture multiple steady-states, which then creates the potential for path-dependent impacts of

a temporary shock that could push an economy toward a permanently di�erent outcome.

The conditions in these results hinge on the strength of agglomeration forces relative to

dispersion forces and the extent to which agents discount the future. However, we draw a

new distinction between contemporaneous agglomeration spillovers, which operate within the

same period, and historical spillovers, which operate with a lag. In particular, our condition

for uniqueness depends on the two types of spillovers di�erently|and, indeed, in a region of

the parameter space that is empirically relevant to our application, this condition depends

only on the contemporaneous version of spillovers|whereas it is the sum of contemporaneous

and historical spillovers that matters for the existence of multiple steady-states. As a result,

there exists a plausible parameter range in which transition paths are known to be unique

and yet still have the potential to generate the rich phenomena of path dependence.

Section 3 turns to our empirical application, which draws on long-run spatial data avail-

able for the United States from 1800-2000. We estimate both contemporaneous spillover

elasticities, which have been the focus of recent work, and historical spillovers, which have

received far less attention. Our estimating equations take the familiar form of a multi-location

labor supply and demand system|as in the canonical Rosen-Roback tradition (Rosen 1979,

Roback 1982, Glaeser 2008) but augmented to allow for interactions across locations due

to costly trade and migration. Doing so requires estimates of historical bilateral migration

and trade costs, which we obtain by using migration data from individual-count Census

records and trade 
ow data that we have digitized from historical records on intranational

commodity shipments and a novel non-linear least squares approach to estimation.

Despite this added empirical 
exibility, parameter identi�cation|even with an underly-
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ing potential for multiplicity|is still assured via familiar exclusion restrictions of the sort

discussed by Roback (1982), expressed as time-varying versions of these restrictions in our

case. For the locational labor supply equation, which is identi�ed from demand-side varia-

tion, we use shifters of agricultural productivity due to the changing importance of certain

crops over time and the advent of higher intensity cultivation methods. And for the loca-

tional labor demand equation we use shifters of the relevance of temperature extremes over

time, which plausibly have changed the amenity value of certain locations, and hence labor

supply, due to the development of technologies such as air conditioning. Our estimates im-

ply modest productivity spillovers, but an important role for positive historical spillovers on

amenities|which are, as we show, consistent with models that feature durable locational

investments, for example in housing. These values are within the parameter region that

corresponds to uniqueness, slow persistence, and the potential for path dependence.

Based on these parameter estimates we turn in Section 4 to a simulation exercise that is

designed to illustrate the role that historical shocks can play in a spatial economy. Amidst

the so-called \Technological Revolution" at the dawn of the 20th Century (c.f. Landes 2003)

it seems plausible that innovations such as electri�cation and the automobile had di�erential

impacts across space for reasons that could be partially attributed to chance. For example,

Henry Ford was born on a farm near Detroit, and Thomas Edison chose the 1901 Pan-

American Exposition to demonstrate mass illumination via his new AC power, earning the

host city of Bu�alo its nickname, the \City of Light". Inspired by such anecdotes of hap-

penstance, our counterfactual exercise asks what would have happened to the trajectories of

two similar locations if their 1900 productivity fundamentals were randomly swapped, while

holding all other exogenous characteristics constant both before and after 1900. In practice,

we pair locations on the basis of their closest match in terms of 1900 population|for ex-

ample, Bu�alo (with a population of 436,000 in 1900) is paired with Cincinnati (412,000).

In order to derive general lessons from such counterfactual swaps, we conduct one hundred

simulations in which every location has an equal chance of either drawing its factual 1900

productivity or its counterfactual swap partner’s 1900 productivity.

Even these relatively modest counterfactual swap histories turn out to have dramatic

consequences. For example, across our simulations the median location has an elasticity

(when estimated using technology shocks as an instrumental variable) of 0:37 between its

population in 2000 and its population in 1900|so that a 10% drop in population due to

an unfavorable but one-o� productivity shock leaves the location about 4% smaller even a

century later. And while trade and migration opportunities mean that the present discounted

value of residing in a location is less a�ected by local historical shocks, we �nd that this

welfare persistence elasticity is still 0:09 for the median location.
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Simulating the economies forward into the future|undoubtedly a heroic exercise, but

one that illustrates the workings of a model like ours|we �nd that the long arm of history

can reach very far into the future. When letting our simulations run forwards within the

range of historical spillover elasticities consistent with the 95% con�dence interval of our

estimates we �nd that our historical swaps leave permanent impacts throughout much (but

not all) of this range. This indicates that our model U.S. spatial economy is perched on the

cusp of a bifurcation between a plausible region of the parameter space in which temporary,

local shocks will and will not leave a path-dependent trace on the spatial distribution of

economic activity. Perhaps surprisingly, this bifurcation is also consequential in terms of

long-run e�ciency|many of our alternative random swap con�gurations result in permanent

aggregate welfare levels that di�er by a factor of almost two. Our answer to Rauch’s (1993)

question is therefore that when history matters, it seems to matter a great deal.

Related literature

These �ndings shed new light on a number of strands of related work. First, we are inspired by

an empirical literature that documents examples of spatial persistence and path dependence,

or lack thereof, in the aftermath of historical events in a vast array of settings. Seminal

work by Davis & Weinstein (2002, 2008) and Bleakley & Lin (2012, 2015) is emblematic

of such lessons since Bleakley & Lin (2012, 2015) demonstrate relatively persistent (multi-

century) impacts of long-obsolescent shipping technologies in the U.S. whereas Davis &

Weinstein (2002, 2008) �nd that World War II bombing left only a relatively transitory

(multi-decade) spatial trace in Japan. Wider examples from the U.S. alone include enduring

impacts of slavery (Nunn 2008), political boundaries (Dippel 2014), 
ooding (Hornbeck &

Naidu 2014), mining activity (Glaeser et al. 2015), �re damage (Hornbeck & Keniston 2017),

frontier exposure (Bazzi et al. 2020), immigration (Sequeira et al. 2020), and war destruction

(Feigenbaum et al. 2022)|among many other factors (see, e.g., Kim & Margo 2014).1

Our �ndings clarify the conditions under which one could expect spatial persistence and

path dependence to arise, which may rationalize the heterogeneous e�ects seen in prior work.

More generally, much of the above literature is primarily interested in the hypothesis that

1Further a�eld, Dell (2010) documents persistent negative e�ects of forced labor institutions in Peru,
Redding et al. (2011) uncover evidence for persistence in the location of airline hubs amidst the division and
reuni�cation of Germany, Jedwab & Moradi (2016) �nd persistent impacts of colonial railroads throughout
most of Africa, Hanlon (2017) illustrates a long-lived spatial imprint resulting from the interruption of supplies
to Britain’s cotton textile industry cities during the U.S. Civil War, Henderson et al. (2018) describe how the
di�ering extent to which physical geography attributes matter today for early and late developing countries
is consistent with long persistence, Michaels & Rauch (2018) highlight the di�ering extents of persistence of
Roman towns in England and France, and Dell & Olken (2020) document the enduring industrial development
around sites of colonial investment in Indonesia.
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historical shocks leave persistent traces on the location of economic activity because funda-

mentals themselves are persistent (e.g. that historical institutions a�ect modern economies

because they a�ect modern institutions, which a�ect modern productivity). So it is vulner-

able to the critique|discussed in Nunn (2014) and Voth (2021)|that one may expect any

temporary shock to fundamentals to cause a persistent geographic impact due to the logic

of agglomeration and endogenous spatial lock-in. Our results can be used to assess such

concerns by benchmarking the amount of spatial persistence and path dependence one may

expect even in the absence of persistent fundamentals.

Second, on the theory side, our goal has been to build a bridge between two prominent

strands of dynamic spatial modeling that have 
ourished in the last thirty years. An ear-

lier wave built the foundations of economists’ understanding of path-dependent geographic

settings by combining agglomeration forces with forward-looking behavior.2 However, it

typically did so via deliberately small-scale and simpli�ed models that were designed to

maximize qualitative insights.

A more recent tradition has instead pioneered the study of models that are su�ciently


exible as to admit calibration to high-dimensional empirical settings with realistic geogra-

phies.3 However, the ability to incorporate both forward-looking agents and local economies

of density has so far lagged behind. Unsurprisingly, therefore, this literature has not yet

focused on the study of path dependence that animates our paper. Our new theoretical

results are designed to make progress towards this goal. For example, we build on Desmet

et al. (2018) by adding forward-looking mechanisms, general migration frictions, and (as

concerns the multiplicity of steady-states) an understanding of global necessity and not just

su�ciency.4 We build on Caliendo et al. (2019)’s model of forward-looking migration behav-

ior by deriving conditions for uniqueness, persistence, and the multiplicity of steady-states,

and do so under the more general environment in which (both static and dynamic) agglom-

eration externalities are present. And we provide a complementary result about persistence

to that in Kleinman et al. (2021) by studying the full non-linear properties of our model

(rather than a linearized version of it). By providing a tractable dynamic framework able

2Canonical examples of this approach|albeit often with a focus on the isomorphic problem of agglom-
eration across sectors rather than space|include Krugman (1991), Matsuyama (1991), Fukao & Benabou
(1993), Rauch (1993), Fujita et al. (1999), Puga (1999), Herrendorf et al. (2000), Baldwin (2001), Ottaviano
(2001), Ottaviano et al. (2002), Robert-Nicoud (2005), and Baldwin et al. (2011).

3Dynamic examples include Artu�c et al. (2010), Desmet & Rossi-Hansberg (2014), Desmet et al. (2018),
Caliendo et al. (2019), Nagy (forthcoming), Kleinman et al. (2021). Static frameworks featuring realistic
geographies include Roback (1982), Glaeser (2008), Allen & Arkolakis (2014), and Ahlfeldt et al. (2015); see
Redding & Rossi-Hansberg (2017) for a review.

4Indeed, apart from a di�erence in the assumed depreciation schedule, a special case of our model with
myopic agents, restricted migration costs and no historical amenity spillovers is formally isomorphic to the
framework of Desmet et al. (2018).
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to incorporate rich geographic heterogeneity and characterizing its properties, we hope to

facilitate the study of the role of history in shaping the evolution of the spatial economy.5

Due to the limits of data in our historical context, our analysis omits some features that

have proved important in this prior work. These include the spatial di�usion of knowledge in

Desmet et al. (2018), the input-output structure of Caliendo et al. (2019), and the presence

of local landlords who accumulate capital in Kleinman et al. (2021). However, our new

result about uniqueness in general dynamic spatial models (Theorem 1) may prove useful

for applications that feature these extensions. Doing so o�ers the prospect of quantifying

additional mechanisms that have featured in the earlier tradition of economic geography

modeling|see, for example, Baldwin & Forslid (2000) on innovation, Krugman & Venables

(1995) on input-output loops, and Baldwin (1999) on capital, as well as the synthesis in

Baldwin et al. (2011).

2 A model of spatial persistence and path dependence

In this section we develop a dynamic economic geography framework that is amenable to the

empirical study of geographic path dependence. A large set of regions possess arbitrary, time-

varying fundamentals in terms of productivity and amenities. They interact via costly trade

in goods and costly but forward-looking migration. Crucially, production and locational

amenities both potentially involve contemporary and historical spillovers|the forces behind

both long persistence and path dependence.

2.1 Setup

There are i 2 f1; :::; Ng � N locations and time is discrete, in�nite, and indexed by t 2
f0; 1; ::::g � T . The world is inhabited by many forward-looking dynastic families, where

individuals in a family live for two periods. In the �rst period (\childhood"), a child is born

into each family, living where her parent lives and consuming what her parent consumes. At

the beginning of the second period (\adulthood"), this former child (now an adult) realizes

her own idiosyncratic locational preferences and chooses where to live, taking into account

not only her own bene�t of living in a location but also the expected bene�t of all future

generations of her family. Once she has made her location choice, she supplies a unit of labor

inelastically to produce, she consumes, and she gives birth to a child.

5Recent work applying our framework includes the study of how trading patterns evolved in Brazil (Pel-
legrina et al. 2021), where urbanization occurred in colonial Latin America (Ellingsen 2021), and how South
Korea industrialized (Choi & Shim 2021).
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Let Lit denote the number of workers (adults) residing in location i at time t, where the

total number of workers
PN

i=1 Lit = �L, is normalized to a constant in each period t.6

2.1.1 Production

Each location i is capable of producing a unique good|the Armington (1969) assumption.

A continuum of �rms (indexed by !) in location i produce this homogeneous good un-

der perfectly competitive conditions with the constant returns-to-scale production function

qit(!) = Aitlit(!), where labor lit(!) is the only production input, and hence
�
lit(!)d! = Lit.

The productivity level for the location is given by

Ait = �AitL
�1
it L

�2
it�1; (1)

where �Ait is an exogenous (but unrestricted) component of this location’s productivity in

year t.7 Importantly, the two additional components of a location’s productivity in equation

(1) depend on the number of workers in that location both in the current period, Lit, and

in the previous period, Lit�1. We assume that �rms take these aggregate labor quantities as

given. Hence the parameter �1 governs the strength of any potential (positive or negative)

contemporaneous agglomeration spillovers working through the size of local production. This

is a simple way of capturing Marshallian externalities, external economies of scale, knowledge

transfers, thick market e�ects in output or input markets, and the like, and is standard in

many approaches to modeling spatial economies (Redding & Rossi-Hansberg 2017), albeit

typically in static models that would combine the e�ects of Lit and Lit�1.

The parameter �2, on the other hand, governs the strength of potential historical agglom-

eration spillovers.8 This allows for the possibility that two cities with equal fundamentals
�Ait and sizes Lit today might feature di�erent productivity levels Ait today because they

had di�ering sizes Lit�1 in the past. There are many potential reasons that one might ex-

pect �2 > 0, and we describe two such sets of microfoundations brie
y here (with complete

derivations in Appendix B.1).

Consider �rst the potential persistence of local knowledge. In particular, we present a

model based on Deneckere & Judd (1992), where �rms can incur a �xed cost to develop a new

variety, for which they earn monopolistic pro�ts for a single period. In the subsequent period,

the blueprint for the product becomes common knowledge so that the variety is produced

6Our model economy exhibits a form of scale-invariance that means that, for the purposes of our analysis
here, the total number of workers in any time period is irrelevant for the distribution of economic activity.

7In the initial period t = 0, we set Ai0 = �Ai0L
�1
i0 , as there is no preceding t = �1 period.

8We consider historical spillovers that take place with a lag of one time period but the tools developed in
this paper could be applied to a richer sequence of potential spillovers.
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under perfect competition, and we assume the product becomes obsolete two periods after its

creation. As in Krugman (1980), the equilibrium number of new varieties will be proportional

to the contemporaneous local population. Given consumers’ love of variety, new varieties act

isomorphically to an increase in the productivity of the single Armington product, resulting

in the precise form of equation (1) with �1 � �
��1

and �2 � 1��
��1

, where � is the expenditure

share on all new varieties and � > 1 is the elasticity of substitution across individual varieties.

Second, consider the potential for durable investments in local productivity. In particular,

we present a model based on Desmet & Rossi-Hansberg (2014), in which �rms hire workers

both to produce and to innovate, and where innovation increases each �rm’s own productiv-

ity contemporaneously and increases all �rms’ productivity levels in the subsequent period.

If �rms earn zero pro�ts in equilibrium due to competitive bidding over a �xed factor (e.g.

land), then, as in Desmet & Rossi-Hansberg (2014), the dynamic problem of the �rm sim-

pli�es to a sequence of static pro�t-maximizing problems. With Cobb-Douglas production

functions, equilibrium productivity can be written as in equation (1) with �1 � 
1

�
� (1� �),

and �2 � e� 
1

�
, where 
1 governs the decreasing returns of innovation in productivity, � gov-

erns the decreasing returns of labor in innovation, e� is the depreciation of investment, and �

is the share of labor in the production function.

Of course, there are surely many sets of microfoundations that could generate the pro-

ductivity spillover features assumed in equation (1). In what follows, we characterize the

properties of the model and estimate the strength of the spillovers without taking a stand

on the particular source of these e�ects.

2.1.2 Consumption

An adult and her child consume with the same preferences, with a constant (but irrelevant)

fraction allocated to the child. They have constant elasticity of substitution (CES) prefer-

ences, with elasticity � > 1, across the di�erentiated goods that each location can produce.

Letting wit denote the equilibrium nominal wage, and letting Pit be the price index (solved

for below), the deterministic component of welfare in a period t|that is, welfare up to an

idiosyncratic shock that we introduce below|of any adult residing in location i at time t is

given by

Wit � uit
wit
Pit

; (2)

where the component uit refers to a location-speci�c amenity value that is given by

uit = �uitL
�1

it L
�2

it�1: (3)
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The term �uit allows for 
exible exogenous amenity o�erings in any location and time pe-

riod.9 Endogenous amenities work analogously to the production externality terms intro-

duced above, with the parameters �1 and �2 here capturing the potential for the presence

of other adults in a location to directly a�ect (either positively or negatively, depending on

the sign of �1 and �2) the utility of any given resident. We similarly assume that consumers

take these terms as given when making decisions.

As is well understood, a natural source of a negative value for �1 in a model such as

this one is the possibility of local congestion forces that are not directly modeled here; for

example, if non-tradable goods (such as housing and land) are in �xed supply locally and

are demanded with �xed expenditure shares then ��1 would equal the share of expenditure

spent on such goods. Such e�ects would work contemporaneously, so they would govern �1.

Similarly to the case of productivity e�ects governed by �2, the parameter �2 stands in

for phenomena through which the historical population Lit�1 a�ects the utility of residents in

year t directly (that is, other than through productivity, wages, prices, or current population

levels). Again it seems potentially important to allow for such e�ects given the likelihood

that previous generations of residents may leave a durable impact, positive or negative, on

their former locations of residence. Positive impacts could include the construction of infras-

tructure (e.g. housing, parks, or sewers), and negative impacts could include environmental

damage or resource depletion.

As with productivity, we emphasize that there may be other theoretical rationales for

the amenity spillovers assumed in equation (3). In terms of what follows, there is no need

to emphasize any one particular microfoundation. But it is again helpful to see an example.

To that end, consider (with details in Appendix B.2), a model where agents consume both a

tradable good and local housing, and each unit of land is owned by a real estate developer who

bids for the rights to develop the land and then chooses the amount of housing to construct.

To build housing, the developer combines local labor and the (depreciated) housing stock

from the previous period. We assume the bidding process ensures developers earn zero

pro�ts, so as in Desmet & Rossi-Hansberg (2014) the dynamic problem of how much housing

to construct simpli�es into a series of static pro�t maximizing decisions. In equilibrium,

the higher the contemporaneous population, the lower the utility of local residents (as the

residents each consume less housing), whereas the higher the population in the previous

period, the higher the utility of local residents (as more workers in the previous period

results in a greater housing stock today). In particular, if production and utility functions

are Cobb-Douglas (with � the share of old housing in production and 1 � � the share of

housing in expenditure) this model will be isomorphic to equation (3), with �1 = ��1��
�
< 0

9As with the case of productivity Ai0, we set ui0 = �ui0L
�1

i0 in the initial period t = 0.
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and �2 = ��1��
�
> 0, where � is the depreciation rate of the housing stock.

2.1.3 Trade

Bilateral trade from location i to location j incurs an exogenous iceberg trade cost, �ijt � 1

(where �ijt = 1 corresponds to frictionless trade). Given this, bilateral trade 
ow expendi-

tures Xijt take on the well-known gravity form given by

Xijt = � 1��
ijt

�
wit
Ait

�1��

P ��1
jt wjtLjt; (4)

where

Pit �

 
NX
k=1

�
�kit

wkt
Akt

�1��
! 1

1��

(5)

is the CES price index referred to above.

For the empirical analysis below, it is convenient to write equation (4) as:

Xijt = ���ijt �
�
Yit=Y

W
�

P1��
it

� Yjt

P 1��
jt

; (6)

where

Pit �
�
wit
Ait

��1�
Yit
Y W

� 1
1��

; (7)

and Yit � witLit, and Y W is total world income (which we normalize to one in what follows).

In the terminology of the gravity trade literature (see e.g. Anderson & Van Wincoop 2003),

(the inverse of) Pit captures the outward trade market access of location i and (the inverse

of) Pjt captures the inward trade market access of location j.

2.1.4 Migration

We now turn to the decision of agents regarding how to migrate between di�erent locations.

This has three ingredients. First, similarly to the case of costly trade introduced above, we

assume that individuals migrating from i to j in period t incur additive migration costs ~�ijt �
0; second, we also allow for idiosyncratic unobserved heterogeneity in how each child will value

living in each location j in adulthood, by assuming that each child has idiosyncratic extreme

value (Gumbel) distributed preferences over potential destinations with shape parameter

� � 0 (and location parameters normalized to one without loss); third, we assume that

individuals discount the welfare of future generations of family members with a discount

rate � � 0.
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To study such a setting, we �rst characterize the value an adult derives from residing in

location i at time t, which we refer to as ~Vit. This value ~Vit has two parts: �rst, as described

above, this adult enjoys her own consumption and amenity value of residing in the location;

second, she also values the expected welfare of all future generations of her family, taking

into account the fact that those descendants will be making their own optimal migration

decisions, yielding the following equation for any adult located in i at time t:

~Vit = logWit + �Et

�
max
j

n
~Vj;t+1 � ~�ij;t+1 + "ijt+1

o�
:

Here, the expectation is taken over the possible realizations of this adult’s child’s idiosyncratic

preferences f"ijt+1g that are unknown at the time the adult makes her own migration decision

(but which will be realized by the child when she makes her own migration decision next

period) and � � 0 captures the discount that this parent applies to her child’s welfare relative

to her own. Given the assumed extreme value distribution, this expectation has a convenient

analytical expression, allowing us to write:

Vit = Wit�
�
i;t+1; (8)

where we refer to Vit � exp
�

~Vit

�
as the present discounted value (PDV) of a family whose

living adult member at time t resides in location i, �ik;t+1 � exp (~�ik;t+1) � 1 is the migration

cost and �it �
�PN

k=1 (Vkt=�ikt)
�
� 1
�

summarizes the appeal of migration options for those

who are born in period t� 1 in location i. Equation (8) characterizes the present discounted

value Vit an adult receives from residing in a location i in time t, accounting for both her

own period payo� and her dynastic considerations of future generations of her family.

We now consider the migration decision of a child. Recall from the discussion of timing

above that Lit�1 adults reside in location i at time t�1, and they have one child each. Those

children choose at the beginning of period t|as they pass into adulthood{{where they want

to live as adults, accounting for the (deterministic) value they receive from that location,

the migration costs they incur, and their own idiosyncratic preferences. Letting the vector

of such idiosyncratic taste di�erences (one for each location) be denoted by ~", the actual

period payo� of a child who receives the draw ~" while living in location i at time t� 1 and

who chooses to move to location j as an adult is:

~Vijt (~") � ~Vjt � ~�ij;t + "ijt; (9)
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Hence, any new adult chooses her location as follows:

max
j

~Vijt (~") = max
j

�
~Vjt � ~�ij;t + "ijt

�
:

Given the assumed extreme value distribution, the number of children in location i at time

t� 1 who choose to move to location j at time t, Lijt, is then given by:

Lijt = ���ijt�
��
it Lit�1V

�
jt: (10)

Equation (10) says that there will be greater migration toward destination locations j with

higher dynamic value Vjt and low bilateral migration costs �ijt, and coming from origin

locations i that either have a lot of residents Lit�1 or poor outside options �it.

Finally, for the empirical analysis below, it is convenient to write equation (10) as:

Lijt = ���ijt �
Lit�1

��
it

� Ljt=�L

���jt
; (11)

where

�it � Vit

�
Lit
�L

�� 1
�

: (12)

As with the 
ow of goods described above, �it captures the outward migration market access

from i and the (inverse of) �jt captures the inward migration market access to j.

2.2 Dynamic equilibrium

An equilibrium in this dynamic economy is a sequence of values of (�nite) prices and

(strictly positive) allocations such that goods and factor markets clear in all periods.10

More formally, for any strictly positive initial population vector fLi0g and geography vector�
�Ait; �uit; �ijt; �ijt

	
, an equilibrium is a vector of endogenous variables fLit; wit;Wit;�it; Vitg

such that, for all locations i and time periods t, we have:

1. Total sales are equal to payments to labor: That is, a location’s income is equal to the

value of all locations’ purchases from it, or witLit =
P

j Xijt. Using equation (4) this

10Throughout, we con�ne attention to equilibria where all locations are inhabited, as (i) these are the
empirically relevant types of equilibria at our geographic scale of analysis; and (ii) in the presence of produc-
tivity and/or amenity spillovers, from equations (1) and (3), an uninhabited location will (trivially) remain
uninhabited forever.
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can be written as

w�itL
1��1(��1)
it =

X
j

KijtL
�1(��1)
jt W 1��

jt w�jtLjt; (13)

with Kijt �
�

�ijt
�AitL

�2
it�1 �ujtL

�2
jt�1

�1��

de�ned as a collection of terms that are either exoge-

nous, or predetermined from the perspective of period t.

2. Trade is balanced: That is, a location’s income is fully spent on goods from all locations,

or witLit =
P

j Xjit. Using equation (4) this can be written as

w1��
it L

�1(1��)
it W ��1

it =
X
j

KjitL
�1(��1)
jt w1��

jt : (14)

3. A location’s population is equal to the population arriving in that location: That is,

Lit =
P

j Ljit. From equation (10) this implies

LitV
��
it =

X
j

���jit�
��
jt Ljt�1: (15)

4. A location’s population in the previous period is equal to the number of people exiting

that location: That is, Lit�1 =
P

j Lijt. From equation (10) this can be written as

Lit�1 =
X
j

���ijt�
��
it Lit�1V

�
jt;

which can then be written more compactly as

��
it �

X
j

���ijtV
�
jt: (16)

5. Agents are forward-looking : That is, the payo�s of residing in a location depend both

on the period payo�s and the present discounted value of future generations. From

equation (8) this can be written as:

Vit = Wit�
�
i;t+1: (17)

Summarizing, the dynamic equilibrium can be represented as the system of 5�N equations

(in equations 13-17) in 5�N unknowns, fLit; wit;Wit;�it; Vitg for all countably in�nite time

periods t 2 f1; :::; g.
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This system of equations (13)-(17) is a special case of the following more general dynamic

system of nonlinear equations:

xi;h;t =
NX
j=1

Kij;h;t

HY
h0=1

(xj;h0;t)
"

j;t

h;h0 (xj;h0;t+1)
"

j;t+1

h;h0 (xi;h0;t+1)
"i;t+1

h;h0 (xj;h0;t�1)
"

j;t�1

h;h0 (xi;h0;t�1)
"i;t�1

h;h0 ;

(18)

In this system, the values of fxi;h;tgi;h;t 2 RN�H
++ � :::: are unknown, whereas those of

fKij;h;tgij;h;t 2 K � RN2�H
+ � :::: and

�
"j;t
h;h0 ; "

j;t+1
h;h0 ; "

i;t+1
h;h0 ; "

j;t�1
h;h0 ; "

i;t�1
h;h0

	
h;h0
2 R5(H�H) are �-

nite and given. Similarly, for some subset ~H � H, the initial conditions fxi;h;tgi2N ;h2 ~H;t=0 2
RN� ~H

++ are �nite and given, where ~H is the dimension of ~H. One can interpret equation

(18) as describing a dynamic model with N \locations" (indexed by i and j) and H di�erent

\types" of co-determined endogenous outcomes (indexed by h). Economic interactions (po-

tentially) take place within the same location but across adjacent time periods (in which case

the H �H matrix of cross-type elasticities is given by Ei;t�1 �
�
"i;t�1
h;h0

	
h;h0

for interactions

between t and t�1 and by Ei;t+1 for those between t and t+1), within the same time period

but across di�erent locations (denoted by the elasticities Ej;t), and across both di�erent

locations and adjacent time periods (with elasticities denoted by Ej;t�1 and Ej;t+1). In each

case, the elasticities in the E matrices govern the strength of dynamic interactions but are

themselves time-invariant.11

The analysis of such a system can prove challenging given both the large state space and

the forward-looking dynamic behavior. Indeed, we believe the following result is the �rst to

o�er a characterization of equilibrium properties of such a forward-looking non-linear general

equilibrium quantitative spatial model.

We focus on bounded equilibria, for which the solution xi;h;t to equation (18) has the

property that there exists a set of �nite strictly positive scalars fmh;t;Mh;tgh;t such that for

all h 2 H and t 2 T we have 0 < mh;t � xi;h;t � Mh;t < 1 for all i 2 N . The following

Theorem establishes su�cient conditions for the uniqueness of a bounded equilibrium that

satis�es equation (18):

Theorem 1. Consider the inhomogeneous linear second-order di�erence equation,

���Ei;t�1
��+
��Ej;t�1

����t�1 �
�
I�

��Ej;t
����t +

���Ej;t+1
��+
��Ei;t+1

����t+1 = bt; (19)

11The notation used here for the 5H2 elasticities
n
"j;t
h;h0 ; "

j;t+1
h;h0 ; "

i;t+1
h;h0 ; "

j;t�1
h;h0 ; "

i;t�1
h;h0

o
h;h0

is such that the

superscripts denote the nature of the interaction across locations (where \i" denotes \within-location", and
\j" denotes \cross-location") and time (where \t� 1" denotes \with the previous period", \t" denotes \within
the same period", and \t + 1" denotes \with the next period"), and the subscripts denote the elasticity of
variable type h with respect to type h0.
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where: the absolute value operator j�j is taken element-wise; I denotes the H � H identity

matrix; the H�H matrices Ei;t�1, Ej;t�1, Ej;t, Ej;t+1, and Ei;t+1 are given and correspond

to the values de�ned in equation (18); the sequence bt is given for all t 2 T ; the initial

conditions �~h;0 = 0 for all ~h 2 ~H; and �t is unknown for all t > 0 and for all ~h =2 ~H
at t = 0. Then there is at most one bounded equilibrium solution to equation (18) if the

following two conditions hold:

(a) In the case where bt = 0 for all t 2 T , the unique solution to (19) is �t = 0 for all

t 2 T .

(b) In the case where bt � 0 (and where at least one element of the inequality is strict)

for all t 2 T , there exists no solution to (19) of the form �t � 0 for all t 2 T .

Proof. See Online Appendix A.1.

This result provides a su�cient condition (concerning both the values of elasticities E and

the set of variable types ~h 2 ~H whose initial conditions are given) that ensures the unique-

ness of a bounded equilibrium in any model that can be written in the form of equation (18).

Importantly, this condition is su�cient irrespective of the values taken by the sequence of

exogenous fundamentals fKij;h;tgij;h;t and by the initial conditions fxi;h;tgh2 ~H;i2N ;t=0. Ap-

pendix Remark 1 describes a procedure that allows one to check whether conditions (a) and

(b) of Theorem 1 are satis�ed in any given application.12

The proof of this result is based on following insight. Letting �t denote the log ratio of

the maximum and minimum (taken across all locations i 2 N for a given h 2 H and t 2 T )

between any two candidate solutions to the N �H � T nonlinear dynamic system (18), we

�rst show that �t is bounded above by the solution to the H � T linear dynamic system in

equation (19) (and from below by zero, by construction). Because such a linear system has

been previously characterized (see, e.g., Theorem 8.3 of Gohberg et al. 2005), we can provide

conditions under which its only (weakly) positive solution is �t = 0. Under such conditions

the upper and lower bounds coincide, and the two candidate solutions must be equal.

As mentioned above, our model’s dynamic system (13)-(17) is an example of one that

can be cast in the form in equation (18), allowing the application of Theorem 1. Before

doing so, we simplify the system from one with H = 5 types of endogenous variables to

one with H = 3. A �rst simpli�cation follows from using equation (17) to substitute for

Wit. A second follows if we assume that trade costs �ijt are symmetric, as they will be in

our empirical application below, in which case (13) and (14) can be combined into a single

12The procedure is based on the properties of the corresponding quadratic eigenvalue problem; see Gohberg
et al. (2005) and Tisseur & Meerbergen (2001). Sims (2002) applies closely related techniques to characterize
the properties of linear rational expectations models. The distinctive feature of Theorem 1 is its use of such
techniques to provide su�cient conditions for uniqueness in non-linear forward-looking economies.
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equation.13 Together, this reduces the equilibrium to a set of 3 � N equations for 3 � N

unknowns fLit; Vit;�itg in each time period t 2 f1; ::::g. Then a straightforward change of

variables such that [lnxi;1;t; lnxi;2;t; lnxi;3;t]
T = � [lnLit; lnWit; ln �it]

T , where � is a 3-by-3

matrix depending on f�1; �1; �; �g,14 allows us to apply Theorem 1 to yield the following

Corollary:

Corollary 1. Suppose that the matrices of elasticities Ej;t, Ej;t+1, Ei;t+1, Ej;t�1, and Ei;t�1

described in Theorem 1 are as follows:

Ej;t =

0B@~� (1 + �1� + �1 (� � 1)) (1� �) ~� 0

0 � 0

0 0 ��

1CA��1;

Ej;t+1 =

0B@0 0 0

0 0 ��

0 0 0

1CA��1; Ei;t+1 =

0B@0 0 0

0 0 0

0 0 ��

1CA��1;

Ej;t�1 =

0B@~� (�2� + �2 (� � 1)) 0 0

0 0 0

1 0 0

1CA��1, Ei;t�1 =

0B@~� (�2 (� � 1) + �2�) 0 0

0 0 0

0 0 0

1CA��1;

where ~� � (� � 1) = (2� � 1). If these matrices satisfy conditions (a) and (b) of Theorem 1,

then for any initial population fLi0g and geography f �Ait > 0; �uit > 0; �ijt = �jit; �ijt > 0g,
there exists at most one bounded equilibrium in the model described by equations (13)-(17).

Proof. See Online Appendix A.2.

As described above, conditions (a) and (b) of Theorem 1 are straightforward to verify

in any application. Panel (a) of Figure 1 illustrates the results of doing so for the case

of our model (and hence as an illustration of Corollary 1) across a range of values for the

contemporaneous spillover elasticities �1 and �1, while setting the values of �, �, �, �2, and

�2 to those that we use in our empirical calculations below. Despite the added complexity of

the forward-looking behavior, it is reassuring to note that the standard economic intuition

continues to hold: the su�cient condition for uniqueness will be satis�ed whenever �1 and �1

are su�ciently small. Indeed, at the values used here it turns out that uniqueness is assured

13This follows from the fact that when trade costs are symmetric outward and inward goods market access
Pit and Pit are equal up to scale; see Anderson & Van Wincoop (2003) and Allen & Arkolakis (2014).

14In particular, � �

0B@
�
��1
2��1 (1� �1 (� � 1)� �1�)

�
��1
2��1� 0

0 0 �
1 �� 0

1CA :
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by the simple condition that �1+�1 <
1
�
|that is, the sum of contemporaneous agglomeration

forces must simply be greater than dispersion forces. However, the su�cient condition for

uniqueness can fail (and hence the possibility of expectations-based multiplicity may arise) if

the strength of forward-looking behavior is particularly strong. Similarly, while in principle it

is possible for the strength of historical spillovers �2 and �2 to a�ect the su�cient conditions

for uniqueness, such a scenario arises only under stronger forward-looking behavior. Finally,

we note that in the special case where there is no forward-looking behavior (i.e. � = 0), the

su�cient condition in Corollary 1 is satis�ed whenever the spectral radius of jEj;tj is less

than one, which corresponds to the condition that is familiar from static spatial equilibrium

models (see Allen et al. 2021). We denote this condition by � (jEj;tj) < 1, where �(�) denotes

the spectral radius operator, in what follows.

To provide some intuition for the dynamic system, algebraic manipulations of equations

(13)-(17) when trade costs are symmetric imply that the equilibrium distribution of popula-

tion in any location and time period can be written as


 lnLit = Ct + � ln �uit + (� � 1) ln �Ait � (2� � 1) lnPit � � ln �it

+ �� ln �i;t+1 + (�2 (� � 1) + �2�) lnLi;t�1; (20)

where 
 � 1 + �
�
� (�1 (� � 1) + �1�) and Ct is a constant that ensures that

PN
i=1 Lit = L.

Equation (20) has four implications. First, as long as 
 > 0 (which corresponds to the case

of our empirical estimates below), a greater density of residents can be found in any location

with high productivity �Ait, high amenities �uit, high inward migration access (low �it), high

access to imported goods (low Pit), higher present discounted value for future generations

(high �i;t+1), and|if �2 (� � 1) + �2� > 0, so that historical spillovers are positive|with

greater population density in the previous period. Second, the elasticities of the population

to these characteristics are governed by the strength of 
�1, where greater contemporaneous

spillover elasticities �1 and �1 result in larger population responses. Third, history|i.e.

the distribution of the population in the previous period|only a�ects the current popula-

tion through the inward market access terms (�it and Pit) and through the direct impact

on productivities and amenities from the historical spillover elasticities �2 and �2. Fourth,

the future|i.e. future productivities, amenities, and distributions of population|only af-

fects the contemporaneous population through the next period’s outward migration access

(�i;t+1): While the �rst two determinants of population density in equation (20), �Ait and

�uit, are exogenous in our model, the latter four determinants, �it, Pit, �i;t+1;and Li;t�1 are

endogenous and are determined simultaneously through interactions with the endogenous

features in all other locations. It is the self-reinforcing potential of these interactions, both
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over time and across space, that leads to the potentially rich dynamics that we explore below.

2.3 Persistence and path dependence

We now turn to a characterization of the dynamic properties of the model, namely the

persistence of shocks to the economy and the possibility of multiple steady-states (i.e. the

potential for path dependence).

Persistence

Consider �rst the question of persistence: how long does a temporary shock to the economy

take to dissipate? Here (and only here) we consider the special case of our model where

� = 0, i.e. where agents do not care about the welfare of future generations. Even in the

absence of forward-looking behavior, it turns out that there is the possibility of extreme

persistence in the economy. We begin by de�ning �x;t � maxi xi;t=xi;t�1

mini xi;t=xi;t�1
to be the ratio of the

maximum to minimum change (from t� 1 to t) in any variable xi;t across all locations. Note

that �x;t � 1 and is equal to one if and only if xi;t / xi;t�1 for all i, i.e. the economy is on a

balanced growth path (or, in our case where aggregate population is �xed, a steady-state).

As such, it provides a convenient economy-wide measure of how far xi;t is from a steady-state.

We can then de�ne the economy-wide persistence of variable xi;t as the e�ect of �x;t�1 on

�x;t|that is, how much deviations from the steady-state in period t � 1 a�ect deviations

from the steady-state in period t. The following proposition bounds the persistence of all

endogenous outcomes in the model in this manner:

Proposition 1. Consider any initial population fLi0g and time-invariant geography f �Ai >

0; �ui > 0; �ij = �ji; �ij > 0g. Suppose that � = 0 and � (jEj;tj) < 1, where Ej;t is de�ned

in Corollary 1, so that the dynamic equilibrium is unique. Then the following relationship

holds: 0B@ln�L;t

ln�V;t

ln��;t

1CA � ����1
�� �I� Ej;t

��1
G j�j

0B@ln�L;t�1

ln�V;t�1

ln��;t�1

1CA ; (21)

where G is a 3-by-3 matrix whose �rst two rows are strictly positive (with values that depend

on the parameters �1; �2; �1; �2; � and �, as fully de�ned in Section A.3) and whose second

row consists entirely of zeroes.

Proof. See Section A.3.

Proposition 1 provides an upper bound on how much the endogenous variables Lit; Vit and

�it change from period t�1 to period t that depends on how much they changed from period
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t�2 to period t�1, holding constant the underlying geography. The proposition states that

the closer the spillover parameters are to the boundary at which uniqueness can no longer be

guaranteed, the less stringent the upper bound places on the rate of persistence. To see this,

note that as the spectral radius � (jEj;tj) approaches one from below, the largest eigenvalue

of (I� jEj;tj)�1
|and hence also the largest eigenvalue of

����1
�� (I� jEj;tj)�1

G j�j, given

the properties of G stated in the Proposition|approaches in�nity.15

Path dependence

So far we have described the dynamic transition paths of this spatial economy. We now

discuss the steady-state(s) to which these paths may converge. Intuitively, if local agglom-

eration economies are strong enough then there could be multiple allocations at which the

economy would be in steady-state. Agents who come to reside in a location could �nd it

optimal, on average, to stay there; and yet the same could simultaneously be true for another

location, thanks to the reinforcing logic of local positive spillovers.

To evaluate this possibility we consider a version of the above economy but for which the

potentially time-varying fundamentals
�

�Ait
	

and f�uitg, as well as the trade f�ijtg and migra-

tion f�ijtg costs, are constant over time at the values
�

�Ai; �ui; �ij; �ij
	

. The steady-states of

our economy will therefore be a set of time-invariant endogenous variables that we denote by

fLi; wi;Wi;�i; Vig.16 The following result provides a su�cient condition for existence and

uniqueness of the steady-state of this economy (for arbitrary geographies with symmetric

trade and migration costs).17 It also shows how this is a maximal domain su�cient condi-

tion|the weakest condition one could impose whose result would be true for any geographic

fundamentals.

Proposition 2. For any time-invariant geography
�

�Ai > 0; �ui > 0; �ij = �ji; �ij = �ji
	

, there

exists a unique steady-state equilibrium if:

� (B) < 1;

15This can be seen from a simple eigen-decomposition (I� jEj;tj)�1
= V0�V where � is a diagonal matrix

whose elements are the eigenvalues (including 1
1��(jEj;tj) , which approaches in�nity as � (jEj;tj) approaches

one from below) and V is a 3 � 3 matrix of the associated eigenvectors. Note that because Ej;t is strictly

positive and hence � (Ej;t) > 0, the largest eigenvalue of (I� jEj;tj)�1
always exceeds unity, which indicates

that long-lived persistence can never be ruled out.
16Note that while population levels at each location Li are constant in steady-state, and hence net migration


ows are zero, gross migration 
ows are still positive in a steady-state equilibrium due to the churn induced
by the idiosyncratic locational preferences in equation (9).

17As with the case of trade costs, imposing the symmetry of migration costs both matches our empirical
application and reduces the dimensionality of the system of non-linear equations governing the steady state
distribution of economic activity, permitting a tighter characterization of its properties.
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where

B �

0BB@
���1�����ss+�ss�+�ss�+ 1

�
�
�

+1��ss(��1)��ss�

��� ���� (1+�)(�ss+1)(��1
� )

�
�

+1��ss(��1)��ss�

�������� (2��1)=(��1)

(��+1��ss(��1)��ss�)

���� ���1��ss(��1)��ss��� ��
�
�

+1��ss(��1)��ss�

���
1CCA

and �ss � �1 + �2 and �ss � �1 + �2.

Moreover, if � (B) > 1, then there exist many geographies for which there are multiple

steady-states at each geography.18

Proof. See Section A.4.

In the absence of forward-looking behavior (i.e. at � = 0), the condition for uniqueness

of the steady-state in Proposition 2 is identical to that for uniqueness of transition paths in

Corollary 1, with one modi�cation: the condition on steady-states depends on the size of

total (that is, contemporaneous plus historical) spillovers �ss � �1 + �2 and �ss � �1 + �2

rather than just the contemporaneous spillovers �1 and �1. With forward-looking behavior

(and at the values for �; �; and � that we use below), as illustrated in Panel (b) of Figure

1, the region of (�ss; �ss) de�ned by � (B) < 1 in Proposition 2 is very similar to that

of (�1; �1) de�ned by Corollary 1. As a result, the basic intuition remains the same: as

long as the total strength of the combined productivity and amenity (contemporaneous plus

historical) spillovers is su�ciently small, there will be a unique steady-state. The second part

of Proposition 2 demonstrates that the su�cient condition for uniqueness of steady-states is

indeed necessary for certain geographies. Indeed, the proof of this proposition provides (for

any given value of B such that � (B) > 1) a continuum of example geographies under which

multiple steady-states arise.

Associated with each steady-state is a basin of attraction: a set of values of the initial

population distribution fLi0g for which the economy will converge to the steady-state in

question. When there are multiple steady-states, and hence multiple basins of attraction,

the eventual steady-state equilibrium of the economy will generically depend on its initial

population distribution. Such a situation o�ers the potential for path dependence: where

historical events that determine fLi0g can have permanent e�ects on the economy’s outcomes

since they select the basin of attraction in which populations are distributed at time 0, and

hence the eventual steady-state that is reached. Since the dynamic equilibria described in

equations (13)-(17) feature a historical dependence on the state variable fLitg with only

one lag, this means that from the perspective of any date t the \history" of the system (all

exogenous and endogenous outcomes in the past) is fully characterized by fLi;t�1g. Hence,

observing the phenomenon that some event had a path-dependent impact hinges on whether

18If � (B) = 1, there exists at most one steady-state.
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the event moved fLi;t�1g across the boundary from one basin of attraction to another. We

explore this feature in our counterfactual simulations in Section 4.

Combining Corollary 1 and Proposition 2, we see that the historical spillover parame-

ters �2 and �2 play an important role in the study of path-dependent economies. Corol-

lary 1 shows that when the contemporaneous spillover parameters �1 and �1 are low then

the (bounded) dynamic equilibrium will be unique (as long as agents are not too forward-

looking). However, Proposition 2 states that when �1 + �2 and �1 + �2 are high then

steady-states are likely to be multiple. In this range of parameters (that is, with relatively

low �1 and �1, relatively high �2 and �2, and � not too large) path dependence can occur

and yet be straightforward to study since the complications (for estimation, computation,

and interpretation of counterfactuals) of equilibrium indeterminacy do not arise.

2.4 A three-location example

To see the implications of Propositions 1 and 2 more concretely, consider a simple econ-

omy with three locations. Suppose that these locations have identical and time-invariant

fundamentals
�

�Ait; �uit; �ijt; �ijt
	

and symmetric trade and migration costs across locations;

further, we use values for � and � that are in the empirically relevant range, and set aside

amenity spillovers (i.e. �1 = �2 = 0) and forward-looking considerations (i.e. � = 0).19 We

now consider three alternative versions of this example economy under alternative values of

contemporaneous and historical productivity spillovers, �1 and �2, though always within the

range for which the dynamic equilibrium is known (from Corollary 1) to be unique.

Figure 2 illustrates phase diagrams on the two-dimensional space of Lit shares in each

of these three examples. Blue rays indicate one period of movement (so a ray’s length

shows speed of adjustment) in the direction towards each red dot and yellow stars denote

steady-states. Panel (a) begins with the case where �1 = �0:2 and �2 = 0. Because the

contemporaneous productivity spillover exhibits a strong congestion force (�1 < 0), we are

far from the barrier of non-uniqueness, so Proposition 1 suggests the economy will exhibit

low persistence. Accordingly, the blue arrows are long, showing that the economy converges

quickly to the (unique) steady state where all identical locations are equally populated.

In panel (b) we keep �2 = 0 but increase contemporaneous spillovers to �1 = 0. This

increase means that the economy has moved closer to the barrier of non-uniqueness, so

from Proposition 1, the economy may exhibit stronger persistence. Indeed, this is exactly

what occurs, as the shorter blue arrows indicate that the move from any initial population

distribution toward the (unique) steady state occurs more sluggishly.

19In particular, throughout all of the examples in Figure 2 we set: �Ai = �ui = 1; �ij = 1:75, �ij = 1:6 for
all i 6= j and �ii = �ii = 1; and � = 9 and � = 4.
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Finally, in panel (c) we consider the case where �1 = 0 and �2 = 0:2, such that there are

now strong historical productivity agglomeration forces. Proposition 2 now implies that the

economy may feature multiple steady states and this is exactly what occurs. Indeed, there

are three stable steady states (and four other unstable steady states), each characterized by

substantial (but incomplete) concentration of the population in a single location. Intuitively,

an initial in�nitesimally greater concentration in one location leads to a greater productivity

in that location in the next period through the historical agglomeration force, leading to yet

more concentration in that location, eventually leading to near complete concentration in

that location in the long-run. This illustrates how arbitrarily small initial di�erences in the

distribution of population (or arbitrarily small temporary shocks that may give rise to such

di�erences) can have large and permanent a�ects on the spatial distribution of economic

activity.

3 The U.S. spatial economy, 1800-2000

We now describe a procedure for mapping the above model into observable features of the U.S.

economy throughout the past two centuries. The goal is to estimate the model’s parameters

in this context. Armed with such estimates we turn in Section 4 to a set of counterfactual

exercises designed to measure persistence and path dependence in the U.S. spatial economy.

3.1 Data

Our quanti�cation requires data on population Lit and per-capita nominal incomes wit. We

therefore build a dataset drawing on Manson et al. (2017) that tracks these two variables for

subnational regions i of the coterminous U.S. for as long a history as possible.

Starting with Lit, we obtain this series from decennial Census records of county-level

population (by age group) from 1800 onward. To distinguish between children and adults

in the model, we consider persons aged 25-74 as adults and work with 50-year steps (1800,

1850, 1900, 1950 and 2000) in order to avoid overlaps of these cohorts. Turning to wit, for

the years 1850-1950 we proxy for the relative amount of total income in any location, witLit,

by the estimated value of county-level agricultural and manufacturing output; for 2000 we

use the per-capita income reported in the Census.20 As a result, we have proxies for Lit and

wit from 1850-2000 and for Lit in 1800 as well; this allows estimation to proceed from 1850

onwards.21

20In practice, manufacturing output is not available for 1950 so we use the 1940 value of agricultural and
manufacturing output. Per-capita income is not readily available prior to 1980.

21Appendix Figures C.1 and C.2 present maps of Lit and wit in all years.
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To account for county border changes over the years we work with the set of (the largest

possible) sub-county regions that can be mapped uniquely to every county in our �ve years

of data.22 In the end, our sample consists of 4,975 such sub-county regions, which we refer

to as \locations" (indexed by i) from now on.

Three other data sources play an auxiliary role in our model estimation: (i) migration


ows; (ii) trade 
ows; and (iii) potential shifters of trade costs, productivities and amenities.

We describe these further below.

3.2 Identi�cation and estimation

We now describe a three-step procedure that estimates the unknown parameters of the model

in Section 2. In a nutshell, the third step involves estimating a system of locational labor

supply and demand equations that represent an augmented version of the spatial equilibrium

model due to Rosen and Roback (Rosen 1979, Roback 1982); the �rst and second steps simply

prepare the ingredients necessary to proceed in this tradition. We do this using available

data on intranational trade Xijt and migration Lijt over our period of study.

3.2.1 Step #1: Estimating migration and trade costs

The goal of the �rst step is to determine the level of the migration and trade cost terms,

raised to their respective elasticity exponents, that enter the equilibrium system of equations

(13)-(16). We de�ne these objects as Mijt � ���ijt and Tijt � � 1��
ijt .23

Consider �rst the estimation of migration costs. We begin by positing that migration

costs depend on a proxy for passenger travel time, denoted timeijt, through the relationship

lnMijt = ��t � timeijt. We then proceed to estimate timeijt (between all location pairs ij

in all years t) by assembling a geographic database that describes the network of navigable

waterways (including canals), railroads, and roads of di�erent types available in that year.24

Given these networks, along with the observed topography, we use estimates of historical

mode-speci�c travel speeds to determine the likely time it would take to traverse each square

kilometer grid cell in the continental U.S. in any given year; the resulting speed maps are

22For example, suppose that county \A" in 1900 splits into \A1" and \A2" by 1950, and then \A2" splits
into \A2(i)" and \A2(ii)" by 2000. The resulting sub-county regions that we track throughout would be \A1",
\A2(i)" and \A2(ii)". We then apportion the county-level information into each of the sub-country regions
on the basis of land area shares (and cluster all regression standard errors at the county-year level).

23Only bilateral-speci�c elements of such terms matter in this system because origin- or destination-speci�c
components would be redundant conditional on the unrestricted values of Ait and uit. We therefore normalize
any origin-time and destination-time components of Tijt and Mijt to one.

24The canal and railroad geographic data are based on shape�les prepared by Atack (2015) and Atack
(2016), respectively. We proxy for the 1950 road network with the 1959 road network geographic data from
Jaworski & Kitchens (2019). The remainder of the geographic data derive from Allen & Arkolakis (2014).
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reported in Appendix Figure C.3.25 We then calculate the travel time along the fastest

route between each pair of sub-county regions for each year using the Fast Marching Method

(FMM) pioneered by Tsitsiklis (1995) and Sethian (1996) and applied to the spatial literature

in Allen & Arkolakis (2014). This generates the set of travel times ftimeijtg.
We next estimate ��t using a non-linear least squares (NLLS) procedure that aims to

match the model-predicted bilateral migration 
ows (from origin sub-county to destination

sub-county) to observed bilateral migration 
ows (from origin state to destination county)

in the data.26 This procedure works as follows. Given any candidate ~��t , we construct its

associated candidate migration costs ~Mijt from the estimated travel times. Given observed

data on the population in each location in period t and t� 1; Li;t and Li;t�1, we then invert

the model (applying Proposition 3 below) to recover the inward and outward migration

market access terms and then use these terms and equation (11) to construct the unique set

of bilateral sub-county to sub-county migration 
ows consistent with the observed location

populations and candidate bilateral migration costs. We then aggregate these 
ows to the

origin state to destination county level and calculate the sum of squared di�erences between

observed (log) migration 
ows and these predicted (log) migration 
ows. Our estimated �̂�t

is the candidate ~��t that minimizes these squared di�erences.27

We now turn to the estimation of trade costs. Our procedure is similar to that for

migration costs, except that we now posit the relationship lnTijt = ��t � freightijt, where

freightijt denotes a proxy for the user cost of freight shipping. We again estimate such costs

for traversing each square kilometer in the U.S. in each year, as displayed in Appendix Figure

C.4, and then apply the FMM to obtain ffreightijtg, the least-cost route freight shipping

cost for all location pairs and years.28

25In particular, we take the speed of travel by water and rail from Gordon (2016), who estimates speeds
of 4 miles per hour by water (p.186)|which we hold constant across all years, 23.2 miles per hour by train
in 1850, 33.7 miles per hour in 1900, and 49.8 miles per hour in 1950 and 2000 (averaging over the relevant
routes from Table 5-1). For travel by road, we follow Jaworski & Kitchens (2019), who assume a speed of
25 miles per hour on unpaved roads, 45 miles per hour on paved state highways and minor arterial roads, 55
miles per hour on U.S. highways and principal arterial roads, and 70 miles per hour on interstate highways.
For grid cells without water, rail, or roads, we calculate the speed of travel using Naismith’s rule of 12
minutes per kilometer with an additional 10 minutes for each 100 meters of slope.

26We do this using the random samples of individual-level Census returns in Manson et al. (2017) for 1850
(a 1% random sample), 1900 (5%), 1950 (1%), and 2000 (5%). In each case we construct our measure of
migration 
ows on the basis of where respondents aged 25-74 reside at the time of enumeration and where
they were born.

27This estimation procedure is consistent with assuming that there is (classical) measurement error in the
observed migration 
ows. We use a grid search algorithm to �nd �̂�t and calculate our standard errors using
a bootstrap procedure.

28While the geographic data used are the same as for the calculation of travel times timeijt used above,
the mode-speci�c distance costs that we use for freightijt are di�erent. We obtain 1850 and 1900 costs
of shipping from Donaldson & Hornbeck (2016), who, following Fogel (1964), estimate a cost of $0.231 (in
1850 dollars) per ton-mile overland (where we again scale terrain via Naismith’s rule), $0.0063 per ton-

24



Finally, we estimate ��t by using a NLLS procedure that minimizes the di�erence between

the model-predicted bilateral trade 
ows between sub-county pairs (given observed output

Yit and using equation 6) and the best available trade 
ow data for each year. For the

years 2000 and 1950 we match the observed state-to-state trade 
ow data available from the

1997 Commodity Flow Survey and the 1949 rail waybill statistics collected by the Interstate

Commerce Commission (as digitized by Crafts & Klein 2014), respectively. To our knowledge,

however, there does not exist systematic intranational trade 
ow data in the U.S. for 1850 or

1900. To overcome this data limitation, we digitized the 1858 and 1900 Chicago Commerce

Reports (Chicago Board of Trade 1859, 1901), and use the 1858 volume to inform our estimate

for 1850. This source documents, for a range of important traded commodities, both (a) the

local prices and (b) the quantities both arriving into and departing out of Chicago by mode

of transit (i.e. particular rail line, canal, Great Lakes route, or wagon).29 We then use FMM

to calculate the mode of transit that would have been used (assuming cost-minimization) to

travel to/from Chicago for every sub-county in the U.S., thereby partitioning the U.S. by

mode of transit into Chicago.30 For these years, our NLLS procedure then �nds the ��t such

that the observed value of Chicago imports/exports by mode of transit most closely matches

the model-predicted Chicago imports/exports to/from the set of locations corresponding to

that particular mode of transit.

3.2.2 Step #2: Recovering migration and trade market access terms

The goal of the second step is to invert a set of model equations in order to recover the

inward and outward migration market access terms, �it and �it, as well as the trade analogs,

Pit and Pit. This draws on the observed data on populations Lit and output Yit = witLit, in

combination with the equilibrium structure of the model and the estimated migration and

trade costs, cMijt = exp (b��t � timeijt) and bTijt = exp (b��t � freightijt), from the previous

step. To do so, we re-write the equilibrium system of equations (13)-(16) using equations (6)

mile via railroad, and $0.0042 per ton-mile via water. In 1950, we reduce the costs of travel via railroad
proportionately to the increase in the speed of travel from Gordon (2016) and then similarly update the costs
of travel via road and water to match the relative costs via mode of travel estimated in Allen & Arkolakis
(2014) (where we incorporate the �xed costs of shipping included in that study for the amount of a cross-
country journey). Finally, to account for di�erent costs across di�erent types of roads, we assume the average
speed of travel along road is 55 miles per hour and scale costs inversely proportional to the speed of each
type of road.

29In 1858, we have price and quantity data for 18 commodities (
our, wheat, corn, oats, rye, barley, grass
seed, beef cattle, live hog, dressed hog, hides, salt, wool, highwines, lath, shingles, lumber, and siding),
allowing us to generate the total value of Chicago imports and exports by canal, lake, overland, and for 10
di�erent rail lines. In 1900, we have price and quantity data for 36 commodities imported and/or exported
by canal, lake, and for 23 di�erent rail lines. See panel (a) of Appendix Figure C.5 for an example.

30Panel (b) of Figure C.5 depicts the resulting basin for each mode of transit into Chicago in 1850.
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and (11), which yields, for all i:

P1��
it =

X
j

bTijt � Yjt � �P 1��
jt

��1
; (22)

P 1��
it =

X
j

bTjit � Yjt � �P1��
jt

��1
; (23)

�
��
it

��1
=
X
j

cMjit � Ljt�1 �
�
��
jt

��1
; (24)

��
it =

X
j

cMijt � Ljt � ��
jt: (25)

The following proposition shows that the four remaining unknown variables|comprising the

inward and outward trade and migration market access terms|in equations (13)-(16) are

identi�ed (up to an inconsequential scale factor), when raised to the exponents � � 1 or �,

because this system of equations has a unique solution given data on Yit, Lit and estimates

of bTijt and cMijt from step #1.

Proposition 3. Given observed data on fYit; Lit; Lit�1g and given values of
nbTijt;cMijt

o
there exists a unique (up to scale) set of values of

�
P��1
it ; P ��1

it ;��
it;�

�
it

	
that satisfy equations

(22)-(25).

Proof. See Section A.5.

Note that this inversion does not require any assumption regarding the value of the trade

elasticity �, migration elasticity �, or degree of forward-looking behavior �.

3.2.3 Step #3: Estimating the spillover elasticities

The third step of our estimation procedure uses the outputs of step #2 in order to esti-

mate contemporaneous (�1 and �1) and historical (�2 and �2) spillover elasticities via an

augmented Rosen-Roback procedure.

To see this, begin by substituting the productivity spillover function from equation (1)

into the outward trade market access Pit from equation (7) and imposing Yit = witLit. This

reveals the following (inverse) demand equation for labor in location i:

lnwit =

�
�1

�
� � 1

�

�
� 1

�

�
lnLit + �2

�
� � 1

�

�
lnLit�1 +

1

�
lnP1��

it +
� � 1

�
lnAit: (26)

In this expression, the inverse elasticity of labor demand combines the inverse elasticity of

demand for goods from a location, � 1
�
, with the contemporaneous productivity spillovers �1;
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this latter e�ect is moderated by ��1
�

because the location faces a downward-sloping demand

curve for its output. Notably, with strong positive spillovers the labor demand curve can

be upward-sloping. Also present in the demand equation are a set of shifters: (i) lagged

population Lit�1, which raises productivity if there are historical productivity externalities

(i.e. �2 > 0); (ii) the outward trade market access Pit, which allows for the labor demand

in location i to be high if its ability to sell goods to other locations is high; and (iii) the

exogenous (and unobserved) component of productivity, Ait. Importantly, this estimating

equation describes a cross-sectional relationship that holds within any equilibrium, so it can

be used for valid point estimation even if the model’s parameters lie in a region for which

multiplicity occurs.

The inverse labor supply curve can be obtained similarly. Substituting the amenity

spillover function from equation (3) and the value function from equation (17) into the inward

migration market access �it from equation (12), and using Wit =
�
wit
Pit
uit

�
, we obtain:

lnwit =

�
1

�
� �1

�
lnLit � �2 lnLit�1 +

1

�
ln ��

it +
1

1� �
lnP 1��

it � �

�
ln ��

it+1 � lnuit: (27)

The inverse elasticity of labor supply combines the locational utility heterogeneity dispersion

� with the contemporaneous productivity spillovers �1; analogously to the demand case, the

elasticity of labor supply can be negative if such spillovers are positive and large. Shifters

of the inverse labor supply curve comprise: (i) the lagged population in the location Lit�1,

which matters to the extent that historical amenity externalities exist (i.e. �2 6= 0); (ii) the

consumer cost-of-living Pit, which increases the nominal wage wit that is required for a given

amount of mobile workers to be willing to live in location i; (iii) the present discounted value

of a location one period in the future �it+1 (but discounted by �), which reduces the nominal

wage wit necessary for mobile workers to be willing to live in a location; (iv) the inbound

supply of potential migrants from other nearby locations as captured by �it; and (v) the

exogenous (and unobserved) component of location i0s amenity, uit.
31 Again, this equation

allows parameter estimation to proceed even though equilibria may be multiple.

The locational demand-supply system in equations (26) and (27) generalizes that in the

Rosen-Roback framework (c.f. Roback 1982, Glaeser & Gottlieb 2009, Kline & Moretti 2014,

31Estimation of equation (27) requires data on ��
it+1 in all years, which may not be available since in some

contexts (such as ours) the �nal year t of interest for estimation (t = 2000 for us) may also be the last year
with available data. However, because we can always, given knowledge of the elasticity parameters, solve
the model one period forwards we can view ��

i;2050 as a (nonlinear) function of those parameters, allowing

application of NLLS. In practice, we �nd that the values of ln ��
i;2000 and ln ��

i;2050 are highly correlated, so

that a simple strategy of proxying for the missing �nal value of ��
it+1 with its last available value would be

extremely accurate.
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Hsieh & Moretti 2019) in several respects. First, it relaxes the assumption that locations

produce a homogeneous and freely traded product (i.e. that � is in�nite and �ijt = 1).

Second, it relaxes the assumption that all workers have identical preferences across locations

and face no costs of migrating (i.e. that � is in�nite, and �ijt = 1). This added 
exibility

necessitates the inclusion of the contemporaneous and forward-looking market access terms

P1��
it ; P 1��

it ;��
it+1 and ��

it as demand and supply shifters, as recovered in step #2. Finally, it

allows for historical populations Lit�1 to a�ect contemporaneous labor demand and supply

via historical spillovers (�2 and �2).

We turn now to three details of estimation in our context. First we augment the esti-

mating equations (26) and (27) to include location �xed e�ects so that all time-invariant

geographic elements of labor demand and supply are controlled for. We further add controls

for an interaction between broad geographic region identi�ers and year e�ects so that fea-

tures of the spatial reorganization of the US economy (such as those highlighted by Kim &

Margo 2014) are controlled for.32 Including year e�ects in this way is also important since

Proposition 3 clari�es how the included (log) market access terms are only identi�ed up to

an (additive) scale factor in each year.

Second, while equations (26) and (27) could, in principle, be used to identify both the

spillovers parameters (�1; �2; �1 and �2) and the preference parameters (�; � and �), in prac-

tice the cross-spatial variation is not well suited to estimating the latter precisely because

they are coe�cients on market access variables that are, in their nature, highly correlated

over space. We therefore use values of the preference parameters obtained in related U.S.-

based studies: we set the intertemporal discount factor � = 0:0535 (=
�

1
1:0603

�50
) to match

the 6:03% average annualized return on wealth in the U.S. from 1870-2015 as measured by

Jord�a et al. (2019), the elasticity of substitution � = 9 to match Donaldson & Hornbeck

(2016), and the migration elasticity � = 4 to match Monte et al. (2018).33 However, in what

follows we assess the robustness of the results to alternative parameter values.

Finally, as with any demand-supply system, OLS estimates of the parameters in equations

(26) and (27) would generically su�er from simultaneity bias. We therefore use an instru-

mental variable (IV) procedure that draws on the insight in Roback (1982) that observable

components of amenity changes that are uncorrelated with productivity changes would be

valid instruments for estimating the demand equation (26)|and vice versa for the supply

32To construct regions, we draw a box around the continental U.S. (in the Mercator projection) and,
beginning from the southwest corner of the box, overlay squares on top of the box, each of which has an area
equal to one tenth of the area of the box. This partitions the continental U.S. into 14 di�erent regions.

33Donaldson & Hornbeck (2016) estimate a trade elasticity of 8:22 (implying � = 9:22) when focusing on
intranational trade in the U.S. during the late 19th century. Monte et al. (2018) estimate a location choice
elasticity across U.S. counties of 3:30 over a �ve-year period, albeit in a static framework abstracting from
bilateral migration costs.
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equation (27). Given the 50-year time intervals and location �xed e�ects that we use for

estimation, and the goal of estimating both contemporaneous and lagged spillovers, these

instruments must derive from relatively long-run changes to the U.S. economy.

For the demand equation, we follow Barreca et al. (2016) who note that technological

advances like air conditioning and more e�ective heating systems have made extreme hot

and cold climates more bearable (delivering greater amenity value) throughout our sample

period. Accordingly, our IVs consist of a linear time trend interacted with the average

maximum temperature in the warmest month and the average minimum temperature in the

coldest month (and their squared values to allow for nonlinearities) in each location. We

obtain such data from WorldClim.org.

For the labor supply equation instruments, we leverage two major changes in U.S. agri-

culture over the past 200 years. The �rst is the increased use of more intensive cultivation

practices (e.g. mechanization, fertilizer, genetic modi�cation of seeds, etc), which raised land

productivity. Following Bustos et al. (2016), we measure the extent to which locations could

take advantage of this higher-intensity cultivation as the di�erential potential yield under

low and high intensity cultivation, according to the FAO-GAEZ agroclimatic model of crop

suitability (Fischer et al. 2008). Our �rst IV interacts this di�erential yield for corn, the

dominant crop throughout our period, with a linear time trend.34 The second major change

that we exploit is a shift in world demand that has altered which crops are grown in the U.S.,

most notably soy.35 To proxy for which locations saw the greatest gain in (revenue) produc-

tivity from this shift, we use the FAO-GAEZ predicted di�erence in potential yield between

soy and wheat (a crop for which demand has remained relatively constant over time) and

interact this with a linear time trend.36 Together, these two sets of supply-equation instru-

ments leverage heterogeneity in geographical exposure to both within-crop and across-crop

changes among the three most important food crops for U.S. agriculture.

Finally, when estimating the demand equation (26) we use the climate amenity-based

IVs, but additionally control for the agricultural productivity variables (in order to reduce

residual variation and the risk that our amenity-based IVs are correlated with unobserved

productivity variation). Analogously, our estimation of the supply equation (27) includes

34To allow for within-location heterogeneity in agroclimatic suitability, we include both the mean di�er-
ential yield for corn and the standard deviation of the di�erential yield as instruments.

35Virtually absent in 1900, soy trailed only corn in terms of both value and acreage in 2000. Roth (2018),
for example, argues that much of this rise is due to rising demand for U.S. exports of soy to Asia.

36In 1909, wheat was cultivated on 14.7% of harvested acres allocated to principal crops; in 2000, the
�gure was 17.2%; see USDA (2003). In practice, we use the high- and low-intensity scenarios for soy and
wheat, respectively, to re
ect the fact that the former was grown predominantly in a more technologically
advanced era. As with the �rst labor supply instrument, we include both the mean soy-wheat di�erences
and the standard deviation of the di�erences as instruments.
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controls for the climate amenity variables.

To conclude the three-step procedure we note that, conditional on obtaining consistent

estimates of the elasticity parameters, equations (26) and (27) allow recovery of the geo-

graphic fundamentals
�

�Ait; �uit
	

as well. Combined with the earlier estimates of fTijt;Mijtg
from step one all model parameters are thereby identi�ed.

3.3 Estimation results

We begin with the estimation of trade and migration costs in step #1, as reported in Table

1. Panel (a) presents the results for migration costs. We obtain fb��1850; b��1900; b��1950; b��2000g =

f0:02; 0:06; 0:07; 0:07g (with bootstrapped standard errors of f0:002; 0:001; 0:002; 0:001g), in-

dicating migration costs have become more responsive to travel times over the past 150

years.37 These magnitudes suggest that, for example in 1850, doubling the distance of mi-

gration via rail from 500 to 1,000 miles caused migration 
ows to decline by roughly a third,

whereas in 2000 a doubling of distance caused migration 
ows to decline by roughly half.

Turning to trade costs, Panel (b) of Table 1 reports our estimates. In this case we

�nd that fb��1850; b��1900; b��1950; b��2000g = f0:7; 0:5; 0:3; 0:4g (with bootstrapped standard errors

of f0:4; 0:4; 0:01; 0:01g). This implies that intra-U.S. trade costs have become less responsive

to freight rates over the past 150 years.38 The estimated magnitudes mean, for example,

that doubling the distance of goods shipped by water from 500 to 1,000 miles caused trade


ows to decline by roughly three quarters in 1850, whereas a similar doubling of distance

caused trade 
ows to fall by roughly half in 2000.

Given the estimated trade and migration costs and the observed distributions of popu-

lation and output, in step #2 we apply Proposition 3 to recover the market access terms

fP��1
it ; P ��1

it ; ��
it;�

�
itg. For example, Appendix Figure C.6 depicts what the recovered inward

market access parameter ��
it implies for the present discounted value of residence V �

it (since

��
it = V �

it

�
Lit
�L

��1
). One pattern on display is that the present discounted value of residing in

relatively densely populated locations has increased over time, resulting in an increasingly

concentrated distribution of V �
it .

Does this pattern arise from agglomeration forces or from changes in the underlying ge-

ography? To answer this question, we turn to step #3. The parameter values implied by our

37That agents have become more responsive to migration costs is consistent with the evidence of Kaplan
& Schulhofer-Wohl (2017), who �nd that U.S. interstate migration rates have fallen over the past 20 years
despite declines in travel costs.

38Consistent with our estimates for the 20th century, Disdier & Head (2008) conduct a meta-analysis of
103 di�erent papers estimating the relationship between trade 
ows and distance and �nd that distance has
a larger impact on trade after 1970 than before 1970, although most of the analyzed papers estimate the
gravity relationship after 1970 (and none of the papers examine the gravity relationship before 1870).

30



2SLS estimates of the labor demand equation (26) are reported in Table 2.39 We present both

OLS and 2SLS estimates for three values of the elasticity of substitution (� = f5; 9; 14g).
Regardless of the chosen elasticity of substitution, we estimate a large positive contem-

poraneous agglomeration spillover �1 and a small (and statistically insigni�cant) negative

historical agglomeration e�ect �2. At our preferred value of � = 9, the 2SLS estimates areb�1 = 0:19 (SE = 0:040) and b�2 = �0:041 (SE = 0:045).40;41

Table 3 displays analogous 2SLS estimates of the parameters in the locational labor

supply equation (27). As in the labor demand equation, we report the estimated amenity

spillover parameters for a number of combinations of possible trade and migration elasticities

spanning the range of values from the literature (� 2 f5; 9; 14g� � 2 f2; 4; 6g).42 For brevity

we only report the 2SLS estimates. Across all possible combinations, we estimate negative

(but statistically insigni�cant) contemporaneous amenity spillovers �1 and positive historical

amenity spillover �2, exactly as one would expect from the presence of a durable housing

stock (see Appendix B.2). In our preferred speci�cation, with � = 9 and � = 4, we estimateb�1 = �0:26 (SE = 0:265) and b�2 = 0:31 (SE = 0:178). The similar spillover sizes (in

absolute value) is consistent with housing that is durable at 50-year time scales.

What do these estimated spillovers imply for the degree of persistence and the possibility

of path dependence? To answer this question, we return to Figure 1, where our preferred

estimates from Tables 2 and 3 and are illustrated in the context of the parameter thresholds

identi�ed in Corollary 1, Proposition 1, and Proposition 2 (evaluated at our preferred values

of �, �, and �). The red star in Panel (a) indicates the location of the contemporaneous

spillover estimates, b�1 and b�1 (and the red oval indicates the 95% con�dence interval, or CI,

for these estimates). From Corollary 1, its location in the yellow region indicates that the

dynamic path of the economy’s (bounded) equilibrium is unique|that is, given any initial

distribution of population fLi0g and known evolution of geography f�ijt; �ijt; Ait; uitg, we

can uniquely determine the evolution of the economy. However, we know from Proposition 1

that the red star’s location near the boundary of the parameter region in which uniqueness

39In Tables 2 and 3, the reported standard errors are two-way clustered at the location level and at the
county-year level. First-stage estimates are presented in Appendix Table C.1 and Appendix Figure C.7 maps
the spatial patterns of the predicted change in population from the �rst-stage regressions.

40Our estimate of the parameter �1 is similar to the value of 0:2 obtained (for the manufacturing sector)
by Kline & Moretti (2014), though it is smaller than the range of values (1:25-3:1) implied by the estimates
obtained (again for manufacturing) by Greenstone et al. (2010) (as discussed in Kline & Moretti 2014). Our
estimate of �1 + �2 = 0:15 is slightly higher than the value (0:09) estimated by Bleakley & Lin (2012).

41As reported in Table 2, the minimal �rst-stage Sanderson & Windmeijer (2016) F-statistic (taken across
the two �rst-stage equations) in this regression is 58:1, indicating that �nite-sample 2SLS bias is unlikely.
The same is true for our labor supply equation estimates in Table 3.

42The choice of � has only a minuscule e�ect on these results so Table 3 reports estimates of �1 and �2

obtained while using our preferred value of � only.
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is assured suggests the possibility of very persistent historical shocks. Finally, Panel (b)

illustrates the parameter space for �ss � �1 + �2 and �ss � �1 + �2, the combination of

contemporaneous and historical spillovers that matters for characterizing steady states as per

Proposition 2. Our estimates are indicated by the green star. Evidently, this point estimate

(along with much of its accompanying CI) lies inside the (blue) region that, according to

Proposition 2, suggests the possibility of multiple steady-states, and hence the possibility

that shocks could exhibit path dependence.

4 Persistence and path dependence in the U.S.

We have just seen in Figure 1 how our model, when estimated on U.S. data from 1800-2000,

features unique equilibria, but nevertheless the possibility of both long-lived persistence and

path dependence. We now seek to quantify such phenomena by considering how the U.S.

economy would look, both today and in the future, under alternative historical conditions.

4.1 Dynamic model evolution

Prior to studying how alternative historical conditions would have a�ected the evolution of

the U.S. economy, there is value in �rst exploring how the model’s dynamic path would have

evolved in a hypothetical U.S. economy without any evolution of productivity or amenity

di�erences over space. This allows us to assess the role that trade, migration, and agglomer-

ation forces|along with the estimated evolution of the trade and migration costs|play in

shaping the evolution of our model economy.

To do so, we calibrate the model to the initial year, t0 = 1850, and then simulate it

forwards while holding
�

�Ait; �uit
	

�xed at their t0 values.43 This generates a simulated stream

of values for predicted population L̂it in each location and year t � t0. We then compare this

simulated path to the actual observed path of population Lit by estimating the regression

lnLit = � ln L̂it + �i + �t + "it;

which includes location and year �xed e�ects so that the coe�cient � provides a comparison

of relative changes in the spatial distribution of the economy with such changes in the model

with �xed productivities and amenities. We then repeat this exercise for output, Yit and Ŷit.

43 All simulations in this section use a �nite-horizon economy (with length T and �i;T+1 = 1) to approx-
imate the in�nite-horizon economy of Section 2. Our choice of T = 3500 is driven by the fact that in all
simulations the economy appears to be in steady-state (up to numerical precision) by no later than t = 3000,
and that varying our choice of T beyond that point is inconsequential.
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Column 1 of Table 4 presents the results from this exercise (using population in Panel A

and output in Panel B). We see a positive and statistically signi�cantly correlation between

observed and hypothetical changes in the spatial distribution of economy activity. And the

(within) R2 values indicate that a model with productivities and amenities held �xed to

their 1850 values accounts for 11% of the observed variation in the changes in the spatial

distribution of population, and 13% of that for output, over the ensuing 150 years. Columns

2-7 go on to illustrate that these �ndings are similar across a variety of subsets of locations,

including those with initially high and low populations (columns 2 and 3), and those in

Northern, Southern, and Eastern locations (columns 4, 5, and 7), athough Western locations

(column 6) appear to behave di�erently in this regard (as is perhaps unsurprising given the

paucity of economic data for those locations in 1850).

This exercise highlights how a large share of the evolution of population and output in the

US economy since 1850 re
ects productivity and amenity shocks.44 Such a �nding motivates

our next step: a counterfactual exercise that explores alternative historical scenarios based

on a certain set of spatial rearrangements of these shocks.

4.2 The e�ect of history on contemporary outcomes

How di�erent would the U.S. spatial economy look today if historical conditions had been

di�erent? To answer this question, we need to compare actual historical conditions to coun-

terfactual alternatives. While one could imagine many counterfactual histories of interest,

we focus on one that draws inspiration from the vagaries of relative industrial success that

struck America’s communities at the turn of the 20th century. This period|known as the

Technological Revolution or the Second Industrial Revolution|was a period of rapid pro-

ductivity growth across a number of di�erent industries due to the widespread adoption of

technological innovations such as the internal combustion engine and electri�cation.45

Crucially for us, the adoption of these innovations varied across locations within the

United States, often for reasons that may plausibly have involved elements of historical

\luck". For example, Detroit’s rise as the \Motor City" may owe something to the fact that

Henry Ford happened to be born on a nearby farm. Or perhaps Bu�alo became the \City of

Light" in more than just a name because it was chosen to host the Pan-American Exposition

at a time (1901) when Thomas Edison desired to demonstrate his newly invented AC power,

and did so by adorning Bu�alo’s Exposition buildings with light bulbs.

44By contrast, this exercise does not provide a sense of the model’s \�t" since, by design, the model’s
estimated productivity and amenity values

�
�Ait; �uit

	
exactly match the observed data on population and

output in all locations and years.
45See e.g. Landes (2003).
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Examples like these suggest that relatively similar locations may (or may not) have been

the fortunate recipients of positive productivity shocks in a time of technological change. To

study the consequences of such hypotheticals, we generate a set of counterfactual histories in

which productivity fundamentals are randomly swapped between pairs of similar locations.

For example, what if Cincinnati (with a population of 330,000 in 1900) had been chosen

instead of Bu�alo (population 350,000 in 1900) as the site of 1901’s Exposition?

To operationalize this idea, albeit in an abstract manner, we carry out a set of B simu-

lations, each indexed by b, as follows. First, we rank all locations in terms of their observed

population in 1900, Li;1900. Second, we form pairs p of locations based on their nearest neigh-

bor in this ranked distribution, starting at the top; for example, Erie County, NY (home

to Bu�alo) and Hamilton County, OH (home to Cincinnati) occupy ranks 11 and 12 in the

distribution.46 Third, in simulation b we draw (independently) for each pair p a random

variable Sp (with realization s
(b)
p in simulation b) that is distributed Bernoulli(1=2). When

s
(b)
p = 1, we swap the values of the fundamental productivity in 1900 (i.e. Ai;1900) among the

two locations i within pair p; and when s
(b)
p = 0 we leave the pair unchanged. Fourth, we

then simulate the model forwards from 1900 onward while holding �xed all other exogenous

locational characteristics in the model (i.e. Li;1850; ui;1900, and the entire path of Ait and

uit for t > 1900) at their values estimated in Section 3.3. We also set Ait = Ai;2000 and

ui;t = ui;2000 and hold them �xed for all t > 2000. This generates a stream of counterfactual

predictions for all the endogenous variables in the model (which we denote as L
(b)
it ; V

(b)
it , etc.)

at all dates t � 1900, though in practice we stop at T = 3500, or 30 generations after the

year 2000 in which the economy’s fundamentals become time-invariant.

We then repeat these four steps for all B simulations (and set B = 100 in practice). We

will also conduct on an additional (B + 1)th simulation (the output of which we label as,

for example, L
(F )
it , for \factual") in which there are no swaps at all. This corresponds, for

t � 2000, to the factual path taken by variables such as Lit in the data. For years t > 2000

this exercise therefore simulates forward a model that (by design) �ts the past data perfectly.

To summarize, each of these \swap" counterfactual history simulations holds everything

in the model constant apart from the fundamental sources of productivity in 1900, Ai;1900.

And even the Ai;1900 distribution is held exactly constant (not just on aggregate but also that

across the N=2 pairs of locations). The only thing being perturbed in any counterfactual

history is the within-pair assignment of productivity in 1900 among pairs of locations that

46Other examples of pairs include the counties that are home to Worcester and San Francisco (ranks 17
and 18), Providence and Baltimore (ranks 21 and 22), New Haven and New Orleans (ranks 23 and 24), and
Louisville and Minneapolis (ranks 27 and 28). Due to the odd number of locations, that with the smallest
1900 population|a subset of Craig County, VA|is without a partner. We therefore leave its productivity
unchanged in every simulation.
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are as close as possible to one another in terms of their 1900 populations.

4.2.1 Fragility and resilience

We begin by examining how the spatial distribution of the U.S. economy in the year 2000

varies across di�erent counterfactual histories. Which locations tend to be fragile in the face

of these shocks and which tend to be resilient? Figure 4 shows a plot of the standard deviation

of the population lnL
(b)
i;2000 (as well as the PDV lnV

(b)
i;2000) across the B simulations against

the factual population in 2000, L
(F )
i;2000. There are two key take-aways. First, small historical

shocks 100 years in the past have substantial impacts on nearly all locations, with the average

standard deviation across simulations in log population of 0:38 across simulations. Second,

while no location is immune to these shocks, locations that are in reality more populated

exhibit greater resilience to historical shocks; for example, the top quartile of locations by

factual population in 2000 had an average standard deviation of 0:35 compared to 0:42 for

the bottom quartile.

Similar patterns are on display for the (log) present discounted value, lnV
(b)
i;2000, but in

a substantially dampened fashion throughout the distribution, as we would expect due to

the spatial smoothing facilitated by trade and migration. However, even the PDV is hardly

impervious to 100 year-old shocks; for example, the largest 25 locations have an average

standard deviation of lnV
(b)
i;2000 of 0:07.

4.2.2 Luck

Having seen the large e�ects of historical shocks on modern outcomes on display in Figure

4, a natural question is how the factual history compares to other possible histories|that

is, how lucky was \our" particular history? To evaluate this, we compare the factual spatial

distribution of present discounted values V
(F )
i;2000 to the distributions of all other B simulations.

Figure 5 displays the (population-weighted) median and interquartile range of the log PDV

across all histories, relative to our own. As is evident, our history was relatively lucky, with

the median person enjoying a larger PDV from their residence in the factual scenario than

in 75 of the 100 other simulations. Moreover, the magnitudes concerned are substantial: for

example, the median person in the factual economy has a PDV that is 8:4% greater than that

in the tenth lowest alternative history (although also 2:1% worse than then tenth highest).

What makes our history lucky relative to the alternative histories considered? To shed

light on this question, we examine how the factual year 2000 spatial distribution of economic

activity di�ered from alternative histories. To do so, for each history b, we order each

location by either its population or its PDV. Then, for each location, we calculate the
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fraction of alternative histories for which the factual rank of that location exceeded the

alternative history rank. For example, in reality, Minneapolis, MN was the 32nd most

populated location in the year 2000; we calculate the fraction of the b counterfactual histories

for which Minneapolis was ranked lower than 32nd. Figure 6 presents the results. As is

evident, locations in New England, New York, and the upper Midwest|commonly referred

to as the \rust belt"|had greater population rankings (panel a) and PDVs (panel b) in the

factual history than in most other counterfactual histories considered. On the other hand,

locations in the Great Plains, Southwest and Rocky Mountain states were not so lucky.47

4.2.3 Persistence

The two previous results �nd that small historical shocks, even a century ago, can play a

large role in determining the spatial distribution of contemporary U.S. economic activity,

suggesting the presence of substantial persistence. We now quantify the extent of such

persistence directly. While the exogenous changes in our simulations are to productivities

Ai;1900, a useful way to summarize the e�ect of these shocks can be obtained by noting that,

from the perspective of any year t > 1900, the only impact of these shocks is to alter fLi;1900g,
the initial conditions of the model’s only state variable. We therefore study the impact of

a change in such initial conditions, rather than the underlying shocks to Ai;1900 that altered

these initial conditions, as follows.

For any generic \outcome" of interest, Oit, we use the data generated by the model

simulations b = 1:::B in order to estimate the regression

lnO
(b)
it = �Oit + �Oit lnL

(b)
i;1900 + "

O(b)
it (28)

separately for each location i and time period t > 1900. Our interest lies in the persistence

elasticity (for outcome O), denoted by �Oit . This elasticity measures the average relationship,

across the B simulations, in location i between that location’s historical population L
(b)
i;1900

and its value for the outcome O
(b)
it in some later period t. The error term "

O(b)
it in equation

(28) is almost surely correlated with L
(b)
i;1900, for any outcome|as, for example, equation

(20) makes clear when Oit represents population. But lnA
(b)

i;1900 can serve as a valid IV for

consistent estimation of �Oit given that it is randomly assigned (by design) and excludable

47This is partially due to the fact that rust belt locations tended to be the member of population-matched
pairs with the higher value of Ai;1900. For example, a regression of the variable plotted in Figure 6 (the
fraction of alternative histories with a worse rank for a location than its factual rank) on the within-pair
rank of Ai;1900 has an R2 of 0.31 for population and 0.48 for PDV. But evidently the majority of the variation
in\luck" rests on factors beyond a location’s own productivity draw, such as the spatial con�guration of other
locations’ characteristics.
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(given that, as discussed, population is the model’s only state variable).

Figure 3 reports the distribution (across locations) of the estimated values of the per-

sistence elasticity for population b�Lit that corresponds to each of the years t = 1950-2500.48

The results con�rm substantial persistence of temporary shocks: for example, the median

population elasticity b�Li;2000, 100 years after the simulated shocks, is 0:37.49 While there is

considerable heterogeneity across locations owing to di�erences in migration and trade mar-

ket access, even the �fth percentile value in the population elasticity distribution is 0:33. This

suggests that in a dynamic economic geography model like the one developed here, it should

be considered the norm, rather than the exception, to observe that a local event that raises

a location’s population at a point in time leads to centuries-long economic persistence.50

Also shown in Figure 3 is the distribution of the elasticities b�Vit , where the outcome Oit

is the present discounted value V
(b)
it . As expected, the PDV elasticities b�Vit are considerably

lower than the local population elasticities b�Lit|because of trade and migration, the PDV

draws on both local and nearby geographical advantage, so the local impact of local shocks

is muted by spatial interactions and arbitrage. Still, the median elasticity in the year 2000,

�̂Vi;2000, is 0:09, suggesting substantial persistence in PDV despite these attenuating forces.

4.3 The e�ect of history on future outcomes

Taken together, the previous results suggest that the distribution of economic activity today

depends strongly on the vicissitudes of history because temporary shocks have long-lasting

e�ects. But do the temporary shocks induced by our swap counterfactuals exhibit any

permanent e�ects? That is, do we see evidence for path dependence?

To answer this question, we return to Figure 3, this time looking many centuries beyond

the year 2000. While this is undoubtedly a heroic exercise, it provides a direct way to

assess the path-dependent properties of our model. Figure 3 demonstrates a clear sense

of (very slow) convergence to a unique steady-state. That is, while there are persistent

e�ects of the historical shock for hundreds of years, by the year 2500|600 years after the

shock occurred|the estimated persistence elasticities are essentially zero in all simulations.

48To account for the fact that the elasticities b�Oit are estimates, in this �gure we weight each location by
the inverse of the square of the standard error of its estimate. The instruments are typically very strong,
with a mean (median) �rst stage F-statistic of 153 (29) and 69% of locations’ F-statistics exceeding 10.

49This value is very close to the (squared) partial elasticity of population persistence given in equation (20)

of
�

�2(��1)+�2�
1+�

��(�1(��1)+�1�)

�2

� 0:37; implying that, for the median location, and on average across simulations,

the equilibrium e�ects of the market access terms in (20) are approximately zero.
50As a point of comparison, Peters (2022) uses variation in refugee assignment across locations in post-

World War II Germany to estimate a 50-year population persistence elasticity of 0:88, which is actually
larger than the equivalent predicted by our model (0:61 on average).
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In addition, we �nd that by the year 3000 there is no simulation in which the correlation

between its distribution of log population and that in the factual history is smaller than

0:9997. That is, there is no evidence of these small temporary shocks resulting in permanent

changes to the distribution of the U.S. spatial economy.51

However, as Proposition 2 highlights, the possibility of path dependence depends on the

strength of the combined contemporaneous and historical productivity spillovers �1 +�2 and

amenity spillovers �1+�2. The above simulations were conducted by using the point estimates

of these parameters (the green star in Figure 1), without regard to the uncertainty that

accompanies these estimates (the dashed green ellipse, indicating the 95% CI, in Figure 1).

A natural question is whether the above �nding, that our historical 1900 swap counterfactuals

exhibit no path-dependent e�ects, continues to be true throughout the CI.

To investigate, we repeat the above simulations across a range of values of �1 + �2 (and

analogously, �1 + �2) within its CI. In order to reduce the number of cases to consider, we

focus on increasing the historical spillover parameter �2 (while holding �1 constant) towards

the upper limit of the 95% CI of �1 + �2.52 This mimics the example in Section 2.4: hold-

ing contemporaneous spillovers �1 constant, increasing the strength of historical spillovers

�2 can make path dependence more likely. For each alternative value of �2 considered, we

re-calculate the underlying distribution of productivities and amenities
�

�Ait; �uit
	

to exactly

match the observed distribution of economic activity, re-perform the 100 alternative histo-

ries|along with the one factual history|where we randomly swap productivities in 1900

between similar locations, and re-simulate the entire evolution of the economy from 1900 on-

wards.53 For each simulation b, we calculate the (population weighted) average (log) present

discounted value in the year 3000, ln �V
(b)

3000 �
P

i

�
Li
�L

�
lnV

(b)
i;3000, in order to quantify how such

long-run aggregate welfare depends on small shocks in the distant past.

Figure 7, panel (a) presents the results. Raising �2 increases the strength of the model’s

agglomeration forces, so it is not surprising to see that the long-run average of welfare in all

simulations increases as well. More surprisingly, however, this �gure demonstrates that this

small increase in the strength of historical spillovers leads to a bifurcation with substantial

welfare consequences: minor historical shocks can lead to many alternative long-run spatial

51Of course, this does not imply that this model economy, at these parameter values, de�nitely exhibits
a unique steady-state, only that the types of shocks we consider do not appear to be large enough to cause
the state variable (the distribution of population) to move from the basin of attraction associated with one
steady-state to that of a potential alternative steady-state. Given the size of the model’s state space we are
unaware of a feasible algorithm that could determine the uniqueness of steady-states in cases (such as ours)
where the su�cient condition in Proposition 2 is violated.

52Unsurprisingly, exploring the lower half of the CI, where spillovers are weaker, shows no evidence for
path dependence.

53To facilitate comparisons across values of �2, simulation b always uses the same values of s
(b)
p regardless

of the value of �2 used.
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distributions, each associated with very di�erent levels of aggregate long-run welfare.

For example, at our point estimate of b�2 = �0:041 we have seen that all 100 alternative

perturbations of 1900 fundamentals result in the same steady-state as that of the factual,

unperturbed economy. However, increasing �2 to 0:045|an increase of 4/3 of the standard

error of �1+�2|leads these 101 alternatives to end up in three di�erent spatial distributions.

Another increase of 1/3 of a standard error admits an additional long-run spatial distribution,

and a further increase to two standard errors results in eight possible spatial distributions.

In each case we see that the di�erence between the average ln PDV in the best and worst

spatial distributions is large. For example, at the largest value of �2 that we consider, this

di�erence is approximately a factor of two (0:68 log points). Finally, panel (b) of Figure 7

illustrates that analogous results|bifurcation, often with real welfare consequences|obtain

for the case of historical amenity spillovers �2 as well.

4.4 Discussion

The results in this section convey a number of lessons about how we might expect history

to matter in a dynamic economic geography model when it is estimated to �t long-run U.S.

data. We have seen how merely swapping the productivity fundamentals of similarly-sized

locations in 1900|while holding �xed all other exogenous features before, during and after

the year 1900|can set in motion a wide range of long-run consequences. Local shocks have

large e�ects on their local economies, and these e�ects continue to leave their trace on local

outcomes over many centuries. Indeed, these e�ects can be so long-lived that one might

conclude (when looking at impacts of shocks on the scale of a few centuries, say) that they

are permanent, providing evidence for an economy with multiple steady-states.

As suggested by Proposition 2, whether the particular counterfactual swaps we consider

do have genuinely permanent consequences|that is, that the economy exhibits multiple

steady-states and that our counterfactual swaps cause the economy to cross from one basin

of attraction into another|depends on where one looks within reasonable segments of the

parameter space. In particular, we do not see this behavior at the point estimates of our

historical spillovers parameters, but do see it at modestly higher values of those parameters

(well within our estimated con�dence intervals). In this sense, our estimates for the U.S.

spatial economy straddle the bifurcation boundary between an economy that displays path-

dependent e�ects from even relatively mundane historical events and one that doesn’t.

Given this, one might presume that the welfare consequences of the path dependence we

study would be minor|that if our swap counterfactual shocks are barely large enough to

reach the basin of a di�erent steady-state then they could hardly be expected to reach one
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with meaningfully di�erent aggregate welfare properties. Our results �rmly reject such a pre-

sumption. They are consistent with an economic geography in which small historical events

can have substantial consequences, not only for the spatial location of economic activity but

for its aggregate e�ciency as well.

5 Conclusion

It is not hard to look at the geographic patterns of economic activity around us and believe

both that agglomeration forces are at work and that they may even be strong enough to

cause a self-reinforcing clustering of economic activity. This opens up the possibility that

there are many such spatial con�gurations in which mobile factors could settle|some good,

some bad|as well as the potential for historical accidents, such as initial conditions or long-

defunct technological shocks, to play a long-lived or even permanent role in determining the

distribution and e�ciency of spatial allocations.

This paper has sought to develop a dynamic and forward-looking economic geography

framework that can be used to characterize and quantify these possibilities. We have derived

conditions on how contemporaneous and historical agglomeration spillovers in production

and amenities govern: (i) the existence and uniqueness of equilibria; (ii) the duration of

persistence of shocks around a steady-state; and (iii) the scope for multiple steady-states

and hence path dependence. A particularly rich region of the model’s parameter space|and

one that our application to the U.S. from 1800 onwards suggests is very much a possibility|is

where equilibria are unique and easy to solve for, persistence lasts many centuries, and minor

perturbations in historical conditions can lead the economy towards distinct steady-states

with substantial di�erences in overall e�ciency. One implication of this parameter region is

that temporary events in many domains may leave large and long-lived geographical traces.

The design of place-based policy will also be subtle in the presence of such features.

While we have developed this paper’s empirical and theoretical tools with applications to

economic geography in mind, they could be applied to other areas in which increasing returns

and coordination failures, and hence multiplicity and path dependence, have long appeared

as objects of theoretical interest that lack a corresponding amount of high-dimensional quan-

ti�cation and simulation. Applications could include: urban phenomena such as residential

segregation, sorting, and\tipping"dynamics (Schelling 1971; Card et al. 2008; and Lee & Lin

2018); traditional \big push" models of development (Rosenstein-Rodan 1943; Murphy et al.

1989; and Krugman & Venables 1995); technology adoption in the presence of network e�ects

and switching costs (David 1985; and Farrell & Klemperer 2007); and dynamic phenomena

in political economy such as those surveyed in Acemoglu & Robinson (2005).
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