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Plan for today’s lecture on empirics of trade policy

1 Political economy of trade policy:

Emphasis here is on non-utilitarian governments (i.e. political economy
of trade policy)
“First Generation”: Baldwin (1985) and Trefler (1993)
“Second Generation”: Goldberg and Maggi (1999)

2 Explaining trade policy with international interactions.

Emphasis here is on economies that exploit their ability to use trade
policy to manipulate world prices.
Broda, Limao and Weinstein (2008); Bagwell and Staiger (2010)
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Explaining Trade Policy

Gawande and Krishna (Handbook chapter, 2003) have a nice survey
of this literature.

“If, by an overwhelming consensus among economists, trade should
be free, then why is it that nearly everywhere we look, and however
far back, trade is in chains?” Broad answers:

Terms of trade manipulation: even in a neoclassical economy,
protection might be optimal for a non-SOE. (Broda, Limao and
Weinstein (2008) have recently improved support for this claim, as we
will discuss shortly).

Second-best arguments: we live in an imperfectly competitive world
where it is possible that even a SOE would want import tariffs/export
subsidies. (Helpman and Krugman, 1987 book).

Political economy (lobbying/redistribution) motives: governments
don’t maximize utilitarian social welfare.
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Gawande and Krishna (2003) Survey

Divide empirical work on ‘explaining trade policy’ into two epochs:
1 “First generation”: pre-Grossman and Helpman (1994)
2 “Second generation”: post-GH (1994).

Nice example of the influence of theory on empirical work.
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“First Generation” Empirical work I

This body of work was impressive and large, but it always suffered
from a lack of strong theoretical input that would suggest:

What regression to run.
What the coefficients in a regression would be telling us.
What endogeneity problems seem particulary worth worrying about.
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“First Generation” Empirical work II

Still, theoretical ideas (not formal theory) provided some input, such
as:

“Pressure Group model”: Olson (1965) on collective action problems
within lobby groups. Suggests concentration as empirical proxy.

“Adding machine model”: Caves (1976) has workers voting for their
industries. Suggests labor force as proxy.

“Social change model”: governments aim to reduce income inequality.
Suggests wage rate as proxy.

“Comparative cost model”: lobbies have finite resources and decide
what to lobby for (between protection and other policies). Suggests
that the import penetration ratio should matter.

“Foreign policy model”: governments have less international bargaining
power if, eg, lots of its firms are investing abroad. Suggests FDI rate
should matter.
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GK (2003): Survey of First Generation work
Results summarize Baldwin (1985 book)

Table I: Cross Sectional Studies of the Determinants of Trade Protection ∗

Variables Tariffs Tariff Cuts NTBs

Baldwin (85) Baldwin (85) Baldwin (85) Baldwin (85) Trefler (93)

(1) (2) (3) (4) (5)

CONCENTRATION

Seller Concentration 0.0002 −0.65(−3) .53∗∗

Seller Number of Firms −.46(−5)∗∗ −.32(−5)∗∗ −.14(−4) −.22∗
Scale (Output/firm) −1.83∗∗
Buyer Concentration 1.13∗∗
Buyer Number of Firms −.06∗∗
Geog. Concentration 0.11

TRADE

Import Penetration Ratio −0.02 0.17
Change in Import Penetration Ratio 0.26 0.03∗∗ 3.31∗∗

ln (Import Penetration Ratio) 0.54(−2) −0.03∗∗
Exports/ Value Added −1.82∗∗
exports/ shipments 0.34(−1)
CAPITAL

Capital Stock .62(−5) −.27∗∗
LABOR

Wage −0.16(−1)∗∗ −0.13∗∗∗
Unskilled Payroll/ Total Payroll .14∗ .97∗∗∗

Prodn.Workers/ Value Added .03∗∗

Unionization 0.1
Employment .94(−4)∗ 0.51(−3)∗∗∗ 0.08
Tenure −0.01
%change in employment 0.84(−2) −0.11∗
% Eng. And Scientists 1.63∗
%White Collar 0.4
% Skilled −0.31
%Semi skilled 0.15
% Unskilled 0.9
%Unemployed 1.22∗∗
Labor Intensity 0.19(−1)
OTHER VARIABLES

Industry Growth 0.03
Foreign Tax Credit/Assets 1.1 9.90∗∗

Change in [(VA-Wages)/ K-Stock] −0.02
VA/Shipments 0.05 −0.14
Tariff level −0.13
NTB indicator 0.46(−2)∗∗ .61(−2)∗ .03∗

Constant 0.26 0.15(−1) −0.81 −0.11
Adjusted R2 0.39 0.51 0.1 0.18
N 292 292 292 292 322

∗The dependent variable in Columns 1 and 2 of the results is the tariff level prior to the Tokyo Round of the GATT. In
Columns 3 and 4, the dependent variable is the average rate of tariff reduction in the Tokyo Round and is entered into the
equations as a negative number. In Column 5, the dependent variable is the NTB coverage ratio in 1983. All scaling is based on
units of measurement in the original papers. See Baldwin (1985) and Trefler (1993) for detailed variable definition. * denotes
significance at the 10 percent level, ** denotes significance at the 5 percent level and *** denotes significance at the 1 percent
level. The number in parentheses indicates the direction and number of digits the decimal point should be removed.
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Trefler (JPE 1993)

Trefler (1993) conducts a similar empirical exercise to Baldwin
(1985), but for:

Focus on ‘NTB coverage ratios’ (the proportion of imports in an
industry that are subject to any sort of NTB) rather than tariffs. This
is attractive since US tariffs are so low in this period that there isn’t
much variation. Also true that tariffs (being under the remit of
GATT/WTO) are constrained by international agreements in a way
that NTBs are not.

Attention to endogeneity issues and specification issues:

Simultaneity: Protection depends on import penetration ratio (IPR)
but IPR depends on protection.
Truncation: IPR can’t go negative. NTB coverage ratio can’t go
negative.
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Trefler (1993)

Trefler (1993) estimates the following system by FIML:

TRADE LIBERALIZATION 143 

point made frequently by Helpman and Krugman (1985). Thus a 
factor endowment import equation is consistent with all three trade 
models. 

C. Simultaneity of Imports and NTBs 

The endogenous protection logic points to high levels of imports as 
a cause of protection, yet protection is directed at reducing imports. 
This feedback disguises the relationship between protection and im- 
ports. In a regression setting, one can isolate the two effects by simul- 
taneously estimating an NTB equation and an import equation. The 
dependent variable in the import equation is import penetration, de- 
fined as gross imports divided by domestic consumption (domestic 
production plus net imports). The dependent variable in the NTB 
equation is the NTB coverage ratio, defined as the proportion of 
imports subject to an NTB. The data apply to 1983 U.S. manufactur- 
ing, with each observation representing an industry.5 

Both import penetration and the NTB coverage ratio are nonnega- 
tive censored limited dependent variables. Thus the structural model 
to be estimated is the following simultaneous equations Tobit model 
(industry subscripts are omitted): 

MYM + XNON + EN M* > 0,N* > 0 

N = 0 M* > O,N* ' 0 

0 M 0O, 

(1) 

[NyNM+ XmM +EM M* > 0,N* > 0 

M = Xm?m + EM M* > O, N* C O 

0 M* 0M*'O 

where N* = MYM + XNPN + EN' M* = NyN + XM?M + EM, N is an 
NTB coverage ratio, M is import penetration, XN collects measures 
of the determinants of NTBs, XM collects measures of factor endow- 
ments, and (EN, EM) is a bivariate normal residual vector. 

Import penetration enters the NTB equation in three ways. First, 
import penetration enters linearly and directly. Second, import pene- 
tration enters linearly but indirectly through A(import penetration) 

5Data on NTBs are taken from the United Nations Conference on Trade and Devel- 
opment (UNCTAD) data base on trade control measures, which is the most compre- 
hensive data set on NTBs available. See Gaston and Trefler (1992, table A. 1) for a list 
of NTBs included in the data set. Although coverage ratios are frequently used (see 
Bhagwati 1988), this measure of NTBs comes under careful scrutiny in Sec. III below. 

Where N∗ = MγM + XNβN + εN , M∗ = NγN + XMβM + εM , N is
the NTB coverage ratio and M is the import penetration ratio.
XN is Baldwin (1985) style variables explaining protection.
XM is H-O style variable explaining trade flows.
Exclusion restrictions in XN and XM vectors necessary for
identification of γ’s.
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Trefler (1993): Results
The equation for N∗ = MγM + XNβN + εN

TRADE LIBERALIZATION 145 

TABLE 2 

NTB EQUATION 

Estimated Beta Sensitivity 
Dependent Coefficient Statistic Coefficient Analysis 

Variable: NTBs (1) (2) (3) (4) 

Comparative Advantage: 
Import penetration .17 .46 .11 t t 
A(import penetration) 3.31 2.58* 1.74 
Exports -1.82 -5.26* -.94 

Business: 
Seller concentration .53 2.43* .42 t 
Seller number of firms -.22 - 1.86 -.33 
Buyer concentration - 1.13 -2.08* -.33 
Buyer number of firms -.06 - 2.16* -.32 
Scale - 1.83 - 2.04* -.46 
Capital stock -.27 -2.02* -.24 

Labor: 
Union .10 .42 .05 t t 
Employment size .08 .31 .03 
Tenure -.01 -.33 -.04 t t 
Geographic concentrations .11 .71 .07 

Broad-based: 
Occupation: 

Engineers, scientists 1.63 1.70 .58 
White-collar .40 .67 .34 t 
Skilled -.31 -.61 -.21 t 
Semiskilled .15 .61 .16 t 
Unskilled .90 1.57 .53 t 

Unemployment 1.22 1.96* .30 
Industry growth .03 .26 .03 t t 

NOTE.-There are 322 observations, of which 144 have both positive NTBs and import penetration, 144 have 
zero NTBs and positive import penetration, and 34 have both zero NTBs and import penetration. Large beta 
coefficients (greater than .30) are set in boldface. 

* Significant at the 5 percent level. 
t The sign of the coefficient is sensitive to the choice of included regressors (see table 3 below and Sec. lIIA). 
t The sign of the coefficient is sensitive to the omission of two-digit SIC observations (see Sec. IIIC). 
? Geographic concentration is relevant to all three interests. 

A(import penetration), is statistically significant and has a very large 
beta coefficient. As expected, a rise in import penetration leads to 
greater protection. The coefficient on exports has the expected nega- 
tive sign and has a very large t-statistic and beta coefficient. Export- 
oriented industries do not require protection either because they face 
no import competition or because, with intraindustry trade, NTBs 
will evoke unwanted foreign retaliation. 

For the business interest, seller and buyer concentration are impor- 
tant as judged by t-statistics and beta coefficients. When seller concen- 
tration is small, lobbying is hampered by free-rider problems so that 
protection is low. When buyer concentration is large, protective de- 
mands are resisted by organized consumer and downstream groups. 
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Trefler (1993): Results
The equation for M∗ = NγN + XMβM + εM

148 JOURNAL OF POLITICAL ECONOMY 

TABLE 4 

THE IMPORT EQUATION 

SENSITIVITY 

ANALYSIS 
ESTIMATED t- BETA 

DEPENDENT VARIABLE: COEFFICIENT STATISTIC COEFFICIENT VYNa 
IMPORT PENETRATION (1) (2) (3) (4) (5) 

NTBs (YN) -.51 - 11.56* -.80 
Capital: 

Physical capital -2.01 -4.44* -.44 -.52 
Inventories 1.71 1.69 .17 - .46 

Labor: 
Engineers, scientists .54 .98 .07 t - .55 
White-collar - 1.70 - 4.90* - .45 - .50 
Skilled - 1.27 - 3.44* -.34 -.55 
Semiskilled - .59 - 2.01* - .15 -.52 
Unskilled .40 1.98* .20 - .54 

Land: 
Cropland .26 .61 .11 t -.53 
Pasture .85 1.77 .15 - .53 
Forest 1.19 .15 .01 t t -.53 

Subsoil: 
Coal 1.62 .39 .02 - .51 
Petroleum -.16 -.78 -.05 t -.61 
Minerals 1.29 .39 .02 - .50 

Constant .81 15.89* .00 

NOTE.-There are 322 observations, of which 144 have both positive NTBs and import penetration, 144 have 
zero NTBs and positive import penetration, and 34 have both zero NTBs and import penetration. Large beta 
coefficients (greater than .30) are set in boldface. 

* Significant at the 5 percent level. 
t The sign of the coefficient is sensitive to the choice of regressors in the NTB equation (see table 3 and Sec. 

IIIA). 
* The sign of the coefficient is sensitive to the omission of two-digit SIC observations (see Sec. IIIC). 
a Alternative estimates of the coefficient on NTBs. Each row represents a different specification in which the 

regressor listed in the row is endogenized by estimating a separate equation for it. If the estimate of 1N differs 
significantly from -.51 then there is evidence of regressor endogeneity. In every case the Hausman test rejects 
endogeneity (see Sec. IIIB). 

B. The Import Equation 

Table 4 presents the results for the import penetration equation when 
simultaneously estimated with the NTB equation. The independent 
variables are NTBs and factor shares. For each industry and each 
factor, factor shares are the total (in an input-output sense) factor 
earnings generated by producing one dollar of final industry output. 
See the Data Appendix for details. Except for the inclusion of mea- 
sures of protection, the equation is very similar to the single-equation 
specifications of Harkness (1978) and Bowen and Sveikauskas (1989). 

The coefficients of the factor shares are very sensible. The re- 
gressors with the largest t-statistics and beta coefficients all have the 
expected signs and are the ones commonly identified as sources of 
comparative advantage. (A negative sign indicates a source of com- 
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Trefler (1993): Results
Does simultaneity of N and M matter?

150 JOURNAL OF POLITICAL ECONOMY 

TABLE 5 

EVIDENCE OF SIMULTANEITY BIAS 

IMPORT EQUATION* TRADE 

2 LIBERALIZATION 
DESCRIPTION 'YN t-Statistic R L 

OF THE MODEL (1) (2) (3) (4)' (5)1 

Simultaneous equations - .511 - 11.56 .80 1.65% $49.5 
Single equation, Tobit -.044 -2.01 .58 .19% $5.5 
Single equation, OLS? -.081 -2.71 .49 ... ... 

* YN is the coefficient on NTBs in the import equation. The R2 is the usual one based on positive-NTB observa- 
tions and with E[MiIM > 0]. The expectation is not conditional on NTBs, so the R 2 also reflects errors in predicting 
NTBs. 

* The average percentage point change in import penetration as a result of eliminating all U.S. NTBs in manufac- 
turing. It is calculated as XAMi/144, where AM, is defined in the text and the summation is taken over the 144 
industries with positive NTBs. 

The increase in imports (billions of 1983 dollars) as a result of eliminating all U.S. NTBs in manufacturing. 
Ordinary least squares is estimated using observations with nonzero import penetration. It is presented as a 

simple data summary. 

equations t-statistic is very large and the R2 has risen to .80. This 
is indicative of simultaneity bias. Indeed, with the Hausman (1978) 
specification test, the null hypothesis of no simultaneity bias is re- 
soundingly rejected (X2 = 148).9 Thus there is abundant evidence of 
simultaneity bias. 

Estimation of the import and NTB equations allows one to calculate 
the amount by which NTBs have restricted U.S. manufacturing im- 
ports. This is most directly computed as the percentage point change 
in import penetration. Since the estimated equations are nonlinear, 
this is calculated as 

AMi = E[MiIM*> 0, N* = NI] - E[MiIM > 0, N* = 0]. 

The term AMi quantifies the amount by which U.S. import penetra- 
tion in industry i would increase if all U.S. manufacturing NTBs were 
eliminated. I emphasize that this is not the usual trade liberalization 
experiment: NTBs are not being treated as an exogenously set policy 
instrument. Rather, the experiment is conditional on the elimination 
of NTBs. 

The average value of AMi for industries with positive NTBs is 
.0165. Thus if U.S. manufacturing NTBs were eliminated, the aver- 
age import penetration for these industries would rise by 1.65 per- 
centage points from 13.8 percent to 15.4 percent. A clearer impres- 
sion is formed when the change is expressed as a dollar figure for 

9 More precisely, the rejected null hypothesis is that YN is consistently estimated from 
the import equation alone, i.e., Ho: E[?MilNi] = 0. Simultaneity bias can also be exam- 
ined in terms of recursiveness, i.e., Ho: yM = p = 0, where YM is the coefficient on 
imports in the NTB equation and p is the correlation between FMi and ?Ni. Recursiveness 
is also rejected. 
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Plan for today’s lecture on empirics of trade policy

1 Political economy of trade policy:
Emphasis here is on non-utilitarian governments (i.e. political
economy of trade policy)
“First Generation”: Baldwin (1985) and Trefler (1993)
“Second Generation”: Goldberg and Maggi (1999)

2 Explaining trade policy with international interactions.

Emphasis here is on economies that exploit their ability to use trade
policy to manipulate world prices.
Broda, Limao and Weinstein (2008); Bagwell and Staiger (2010)
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“Second Generation” Empirical Work

Grossman and Helpman (“Protection for Sale”, AER 1994) provided a
clean theoretical ‘GE’ (the economy is not really GE, but the lobbying
of one industry does affect the lobbying of another) model that
delivered an equation for industry-level equilibrium protection as a
function of industry-level observables (as you saw with Arnaud):

ti
1 + ti

= − αL

a + αL

(
zi
ei

)
+

1

a + αL

(
Ii ×

zi
ei

)
. (1)

Where:

ti is the ad valorem tariff rate in industry i .
Ii is a dummy for whether industry i is organized or not.
0 ≤ αL ≤ 1 is the share of the population that is organized into lobbies.
a > 0 is the weight that the government puts on social welfare relative
to aggregate political contributions (whose weight is normalized to 1).
zi is the inverse import penetration ratio.
ei is the elasticity of import demand.
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Testing ‘Protection for Sale’

Two papers took this equation to the data:
1 Goldberg and Maggi (AER, 1999)
2 Gawande and Bandyopadhyay (ReStat, 2000)

There are a lot of similarities but we will focus on GM (1999).
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Goldberg and Maggi (1999)

There a host of challenges in taking the GH (1994) equation to the
data:

How to measure ti? Ideally want NTBs (not set cooperatively under
GATT/WTO) measured in tariff equivalents. Absent this, GM (1999)
use coverage ratios, as in Trefler (1993). They experiment with
different proportionality constants (1/µ) between coverage ratios and t
and also correct for censoring of coverage ratios.

Data on ei is obviously hard to get. GM (1999) use existing estimates
but also consider them as measured with error, so GM (1999) take ei
over to the left-hand side of the estimation equation.
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Goldberg and Maggi (1999)

More challenges:

How to measure Ii? Can get data on total political contributions in the
US by industry (by law these are supposed to be reported), but all
‘industries’ have at least some contributions, so all seem ‘organized’.
GM (1999) experiment with different cutoffs in this variable. This isn’t
innocuous since contributions are endogenous in the GH (1994) model.
GM (1999) use as instruments for Ii a set of typical Baldwin
(1985)-style regressors, ie Trefler’s N equation.

zi is endogenous (as Trefler (1993) highlighted). GM (1999) use
Trefler-style instruments for zi (Trefler’s M equation).
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Goldberg and Maggi (1999)

This amounts to estimating the following system (via MLE—that is,
with added assumptions about distribution of error terms):
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Goldberg and Maggi (1999)

Where:

zi ≡ Xi

Mi
(the inverse IPR).

γ ≡ − αL

a+αL
and δ ≡ 1

a+αL
.

Z1 is vector of instruments from Trefler’s M equation.
Z2 is vector of instruments from Trefler’s N equation.
ti is the measured NTB coverage ratio (with 0 ≤ ti ≤ 1), t∗i is the true
measure of protection, and µ is the unknown extent to which these
variables are related.
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GM (1999): Results
MLE estimates. NB: β ≡ a

1+a
, so β is the true weight (where ‘true weights’ sum to one)

that government puts on consumer welfare instead of lobbying contributions.

VOL. 89 NO. 5 GOLDBERG AND MAGGI: PROTECTION FOR SALE 1145 

try unemployment rate'5 and employment size, 
tenure, and industry growth. 

B. Results 

Since the results from the import-penetration 
and political-organization equations are not the 
main focus of the paper, we report them in 
Appendix A (Tables Al and A2). The results 
are generally sensible, and consistent with the 
ones of previous, reduced-form studies. In Ta- 
ble Al (import-penetration equation), the posi- 
tive signs of physical capital and white-collar 
labor indicate that capital and/or human-capital 
intensive industries tend to have lower import- 
penetration ratios; this is consistent with the 
view that high-tech sectors in the United States 
are competitive in international markets. Most 
of the coefficients referring to land and subsoil 
shares are insignificant; this is also intuitive, as 
our estimation focuses on manufacturing, and 
land should be irrelevant for imports in manu- 
facturing. The plausibility of the results of the 
political-organization equation is harder to 
judge, given that existing theories of political 
organization do not yield unambiguous predic- 
tions regarding the signs of the relevant 
coefficients-rather, they merely indicate which 
variables could affect political organization, and 
should therefore be included in the estimation; 
according to our results the main determinants 
of political organization include geographic 
concentration, the proportion of skilled and 
semiskilled labor, tenure, and variables that 
proxy for entry barriers such as minimum effi- 
cient scale and capital stock. 

The results from estimating the trade protec- 
tion equation are reported in Table 1. We start 
by estimating the system (4)-(8). To test for 
heteroskedasticity in the residual E, we em- 
ployed a conditional moment test similar to the 
one discussed in Andrew Chesher and Margaret 
Irish (1987). The test is described in detail in 
Appendix C. The basic idea is to test for corre- 
lations between the square of the generalized 

TABLE 1-RESULTS FROM THE BASIC SPECIFICATION 

(G-H MODEL) 

Variable ,U = 1 ,U = 2 3 

X?IMj -0.0093 -0.0133 -0.0155 
(0.0040) (0.0059) (0.0070) 

(Xi/Mi) * I 0.0106 0.0155 0.0186 
(0.0053) (0.0077) (0.0093) 

Implied (3 0.986 0.984 0.981 
(0.005) (0.007) (0.009) 

Implied aL 0.883 0.858 0.840 
(0.223) (0.217) (0.214) 

residual in (4) and a predetermined set of ex- 
planatory variables. Our previous discussion 
suggests that the variance of E may be related to 
the elasticity, or the precision of the elasticity, 
estimates we borrowed from the literature. Ac- 
cordingly, two obvious variables to include in 
this predetermined set are the elasticity esti- 
mates, and the standard errors of these estimates 
as reported in Shiells et al. (1986). If only ei is 
included in the set, the test yields a X2(l) sta- 
tistic of 1.41, thus failing to reject the null of 
homoskedasticity; if both ei and the standard 
errors of the elasticity estimates are included, 
the X2(2) statistic is 3.72, a number again too 
small to reject homoskedasticity. These results 
are particularly reassuring as recent work sug- 
gests that these types of test tend to reject in 
small samples, even if the null is correct. 

The results we report in this section 
were derived using a threshold level of 
$100,000,000 in 3-digit-industry contribu- 
tions to assign the political-organization 
dummy. This threshold was chosen because 
there seems to be a natural break in the 
data around that point; in particular, there 
are many sectors contributing $130,000,000 
and higher, and many sectors contributing 
$90,000,000 or less, but very few between 90 
and 130 million. This break appears clearly in 
the bar chart of PAC contributions [Figure 
B I] in Appendix B. In the same Appendix, we 
provide a list of all 3-digit SIC industries that 
are considered to be unorganized according to 
our criterion [Table B1]; the industries are 
sorted by the magnitude of their contribu- 
tions, starting with the sectors with the lowest 
contributions. As evident from this list, our 
classification is generally consistent with 
common wisdom. The industries with the 

15 The sectoral unemployment rate is based on data from 
the March 1983 Current Population Survey (CPS); a worker 
is considered unemployed in a particular industry if his/her 
longest job between March 1982 and March 1983 was in 
that industry. 
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GM (1999): Results
MLE results when including variables that should not matter
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Subsequent Work

A number of papers have extended this work in a number of
directions:

Other countries: Mitra, Thomakos and Ulubasoglu (ReStat 2002) on
Turkey and McCalman (RIE 2002) on Australia. Turkey paper has
‘democracy vs dictatorship’ element to it.
Mobarak and Purbasari (2006): firm-level import licenses and
connections to Suharto in Indonesia.
Heterogeneous firms and how organized an industry’s lobbying is:
Bombardini (JIE 2008)
“What do governments maximize?” (ie estimates of a around the
world): Gawande, Krishna and Olarreaga (2009).
Nunn and Trefler (2009): rich/growing countries appear to put tariffs
relatively more on skill-intensive goods. Perhaps this is because
countries with good institutions have low a, and they recognize that
skill-intensive sectors (might) have more positive externalities (eg
knowledge spillovers) to them.
Freund and Ozden (AER, 2008): GH (1994) with loss aversion and
application to US steel price pass-through.
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Plan for today’s lecture on empirics of trade policy

1 Political economy of trade policy:

Emphasis here is on non-utilitarian governments (i.e. political economy
of trade policy)
“First Generation”: Baldwin (1985) and Trefler (1993)
“Second Generation”: Goldberg and Maggi (1999)

2 Explaining trade policy with international interactions.
Emphasis here is on economies that exploit their ability to use
trade policy to manipulate world prices.
Broda, Limao and Weinstein (2008); Bagwell and Staiger (2010)
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Broda, Limao and Weinstein (2008)

With quasi-linear preferences across goods g , social welfare is given
by (where π is producer surplus, ψ is consumer surplus and r is tariff
revenue):

W = 1 +
∑
g

[πg (pg ) + rg (pg ) + ψg (pg )] (2)

Then (as in Johnson, 1954) the optimal tariff is given by the inverse
(of the rest of the world’s) export supply elasticity:

τoptg = ωg ≡
dp∗gm

∗
g

dm∗
gp

∗
g

(3)

In Grossman and Helpman (JPE 1995)—basically GH (1994)
extended to a 2-country, strategically interacting, non-SOE
world—the prediction is (where z is the inverse IPR, Ig is a dummy
for ‘sector g is organized’, and σ is the el. of import demand):

τGHg = ωg +
Ig − α
a + α

zg
σg

(4)
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BLW (2008): Estimating ωg

To test this, need estimates of ωg . Postulate the following system of
constant elasticity import demand and export supply (of variety v in
good g into country i in year t) where s is a share (and ∆kig

differences across both time and an ig pair):

∆kig ln sigvt = −(σig − 1)∆kig ln pivgt + ∆kig ε
kig
ivgt

∆kig ln pigvt =
ωig

1 + ωig
∆kig ln sivgt + ∆kig δ

kig
ivgt

BLW estimate this system through the same ‘identification through
heteroskedasticity’ idea as Feenstra (AER, 1994) or Broda and
Weinstein (QJE, 2006).
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BLW (2008): Estimating ωg

This then implies:

(∆kig ln pigvt)
2 = θig1(∆kig ln sivgt)

2+θig2(∆kig ln pivgt∆
kig ln sivgt)+uivgt

Where:

θig1 ≡ ωig

(1+ωig )(σig−1)

θig2 ≡ ωig (σig−2)−1
(1+ωig )(σig−1)

uivgt ≡ ∆kig δivgt ·∆kig εivgt
σig−1

If we assume that E [∆kig ε
kig
ivgt∆

kig δ
kig
ivgt ] = 0 and that there is

heteroskedasticity (and there are more than 3 exporting countries)
then this is a simple regression that can identify θig1 and θig2, and
hence ωig and σig .

An example of “identification through heteroskedasticity” (Leamer,
1981; Rigobon, 2003; Soderbery (2015))
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BLW (2008): Sample

BLW then, having estimated ωig , estimate the relationship between
tariffs and ωig .

But for which countries? They do this on countries that (in certain
time periods) were not part of the GATT/WTO and hence were
presumably free to charge their unilaterally optimal tariff.

MIT 14.581 Trade Policy (Empirics) Fall 2017 (Lecture 25) 28 / 47



BLW (2008): Sample countries
December 20082040 THE AMERICAN ECONOMIC REVIEW

Our tariff data come from the TRAINS database, which provides data at the six-digit HS level. 

We focus on the 15 countries that report tariffs in at least one-third of all six-digit goods. 13 The 
set of countries and the years we use are reported in Table 1. Our sample includes a nonnegligible 
part of the world economy and is representative of the world as a whole in some dimensions. It 
includes countries from most continents. The average per capita GDP in the sample is $9,000, 
which is similar to the 1995 world average of $8,900. The 15 countries comprise 25 percent of 
the world’s population and close to 20 percent of its GDP (in PPP terms). This is due to the fact 
that it includes two of the world’s ten largest economies, China and Russia, as well as several 
smaller but nonnegligible countries such as Taiwan, Ukraine, Algeria, and Saudi Arabia.

The trade data are obtained from the United Nations Commodity Trade Statistics Database 
(COMTRADE). This database provides quantity and value data at six-digit 1992 HS classifi-
cation for bilateral flows between all countries in the world. As we can see from Table 1, the 
import data for most countries in our sample cover the period 1994–2003. For Taiwan we use 
the United Nations Conference on Trade and Development (UNCTAD) TRAINS database since 
COMTRADE does not report data for this country.

B. Descriptive Statistics

The choice of what constitutes a good is dictated by data availability. The more disaggregated the 
choice of good, the fewer varieties per good we have, and thus at some point, the elasticity estimates 

13 Unfortunately, some non-WTO countries report this tariff data for only a small share of goods, making it impossi-
ble to make meaningful comparisons across goods. Our criteria were binding only for the Bahamas, Brunei, Seychelles, 
and Sudan.

Table 1—Data Sources and Years

GATT/WTO Production data Tariff dataa Trade datab

Accession date Source Years

Algeria 93 93–03
Belarus 97 98–03
Bolivia c 8-Sep-1990 UNIDO 93 93 93–03
China 11-Dec-2001 UNIDO 93 93 93–03
Czech d 15-Apr-1993 92 93–03
Ecuador 21-Jan-1996 UNIDO 93 93 94–03
Latvia 10-Feb-1999 UNIDO 96 97 94–03
Lebanon 00 97–02
Lithuania 31-May-2001 UNIDO 97 97 94–03
Oman 9-Nov-2000 92 94–03
Paraguay 6-Jan-1994 91 94–03
Russia 94 96–03
Saudi Arabia 11-Dec-2005 91 93–03
Taiwan 1-Jan-2002 UNIDO 96 96 92–96
Ukraine UNIDO 97 97 96–02

a All tariff data are from TRAINS. Countries are included if we have tariff data for at least one year before acces-
sion (GATT/WTO). 

b Except for Taiwan, all trade data are from COMTRADE. For Taiwan, data are from TRAINS. 
c The date of the tariffs for Bolivia is post-GATT accession but those tariffs were set before GATT accession and 

unchanged between 1990–1993. 
d The Czech Republic entered the GATT as a sovereign country in 1993. Its tariffs in 1992 were common to Slovakia 

with which it had a federation, which was a GATT member. So it is possible that the tariffs for this country do not 
reflect a terms-of-trade motive.  Our results by country in Table 9 support this. Moreover, as we note in Section IVC, 
the pooled tariff results are robust to dropping the Czech Republic.
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The elasticity estimates ωig
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we report their summary statistics. In theory, the inverse foreign export elasticity, vig, can be 
anywhere between zero and infinity. So the median provides a useful way to characterize the 
estimates, as it is less sensitive to extreme values. The median inverse elasticity across all goods 
in any given country ranges from 0.9 to 3. It is 1.6 in the full sample, implying a median elasticity 
of supply of 0.6, i.e., a 1 percent increase in prices elicits a 0.6 percent increase in the volume of 
exports for the typical good.

As will become clear, it is also useful to consider how different the typical estimates are across 
terciles. The table shows that the typical estimate for low market power goods (i.e., those with 
inverse elasticities in the bottom thirty-third percentile of a given country) is 0.3, about five times 
smaller relative to medium market power goods (1.6) and 180 times smaller than high market 
power goods (54).

Obviously, some of the 12,000 elasticities are imprecisely estimated. The problem of outliers 
can be seen from the fact that when we trim the top decile of the sample in Table 3A, the means 
fall by almost an order of magnitude, down to 13. The same is true for the standard deviation. 
Since the standard errors are nonspherical, we assess the precision of the estimates via boot-
strapping. In Table 3B, we report results from resampling the data and computing new estimates 
for each of the elasticities 250 times.14 Table 3B indicates that the imprecision of the estimates 
appears to be most severe for the largest estimates, as indicated by how much higher the mean is 
relative to the median and by the wider bootstrap confidence intervals for elasticities in the top 
decile. Since there is no simple way to describe the dispersion of all estimates, we focus on the 
key question for our purpose, namely, whether the estimates are precise enough to distinguish 
between categories of goods in which a country has low versus medium or high market power. 

14 This implies calculating more than 3 million bootstrapped parameters. The results were similar when we 
moved from 50 to 250 bootstraps, which indicates that further increases in the number of repetitions should not 
change the results.

Table 3A—Inverse Export Supply Elasticity Statistics

Statistic Observationsa Medianb Mean Standard deviation

Sample All Low Medium High All
W/out top 

decile All
W/out top 

decile

Algeria 739 0.4 2.8 91 118 23 333 47
Belarus 703 0.3 1.5 61 85 15 257 36
Bolivia 647 0.3 2.0 91 102 23 283 49
China 1,125 0.4 2.1 80 92 17 267 35
Czech Republic 1,075 0.3 1.4 26 63   7 233 18
Ecuador 753 0.3 1.5 56 76 13 243 30
Latvia 872 0.2 1.1 9 52   3 239 8
Lebanon 782 0.1 0.9 31 56   7 215 18
Lithuania 811 0.3 1.2 24 65   6 235 16
Oman 629 0.3 1.2 25 209   7 3,536 21
Paraguay 511 0.4 3.0 153 132 67 315 169
Russia 1,029 0.5 1.8 33 48   8 198 18
Saudi Arabia 1,036 0.4 1.7 50 71 11 232 25
Taiwan 891 0.1 1.4 131 90 20 241 43
Ukraine 730 0.4 2.1 78 86 16 254 34

Median 782 0.3 1.6 54 85 13 243 30

a Number of observations for which elasticities and tariffs are available. The tariff availability did not bind except for 
Ukraine, where it was not available for about 130 HS4 goods for which elasticities were computed. 

b The median over the “low” sample corresponds to the median over the bottom tercile of inverse elasticities. Medium 
and high correspond to the second and third terciles. 
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soybeans, barley, and natural gas, all with inverse elasticities below 0.1. All of these are com-
modities for which it is reasonable to expect that a single importer would have a small impact on 
world prices. In contrast, the median market power in goods such as locomotives and integrated 
circuits is more than double the sample median. These are all differentiated goods for which it is 
more likely that even a single importer can have market power. Thus, our methodology generates 
a reasonable ordering for major import categories.

As a third check for the reasonableness of the elasticities, we examine whether they reflect 
the common intuition that market power increases with country size. Since the subsample of 
products for which we can compute elasticities differs somewhat across countries, computing 
simple means and medians across different sets of goods may be misleading. Thus, we include 
HS four-digit dummies in the regression so as to compare market power for different countries 
within each import good. The first column in Table 6 reports the results from the regression of log 
inverse export elasticities on log GDP. There is a positive relationship, which supports the notion 
that market power rises as GDP rises.18 Although GDP is often strongly positively correlated 
with import shares, the latter are more appropriate for the current purpose, as noted in equation 
(12). We also obtain a positive relationship when we use an importer’s market share in each good 
instead of GDP. Moreover, this remains true even if we drop China. Hence, our estimated elastici-
ties also pass our third reasonableness check—larger countries have more market power. 19

18 This is consistent with the results in James R. Markusen and Randall M. Wigle (1989) who use a CGE model to 
calculate the welfare effects of scaling up all baseline tariffs and find a larger optimal tariff for the United States than 
for Canada. 

19 When we include both the GDP and import share measure we obtain positive coefficients for both, but the import 
share variable is not significant. Although this is partly due to their correlation, the small amount of variation explained 
by the import share (shown by the R-square within) implies that one must be careful about using it as a proxy for market 
power. The within R-square for GDP is also small, which explains why tariffs and GDP in our sample do not have a 
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Figure 2. Median Inverse Elasticities by Product Type 
1Goods classified by Rauch into commodities, reference priced products, and differentiated products 2
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Are the elasticity estimates ωig sensible? Similarity within same good, across countries.
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is much less likely for specialized or differentiated goods such as locomotives, aircraft, or inte-
grated circuits because no two exporters produce the exact same good. Thus, we conjecture that 
countries have more market power in differentiated goods than commodities.

James E. Rauch (1999) classified goods into three categories—commodities, reference priced 
goods, and differentiated goods—based on whether they were traded on organized exchanges, 
listed as having a reference price, or could not be priced by either of these means. Table 5 uses 
this classification and confirms the prediction by testing the differences of the median and mean 
market power across these categories. The ranking is exactly as expected with the highest mar-
ket power in differentiated goods followed by reference priced and then commodities. The most 
striking feature of the table is that both the median and the mean market power are significantly 
higher for differentiated products—its median value is 2.4, which is about three times larger than 
reference goods and five times the value for commodities. This pattern is also clear when we look 
at the median in each category for individual countries, as shown in Figure 2.

We find a similar pattern if we look at specific goods. For example, among the set of goods 
with the largest import shares in this sample, the three goods with the least market power are 

Table 4—Correlation of Inverse Export Supply Elasticities across Countries

Log inverse export supply

Dependent variable: Statistic Beta Standard error R2 Number of observations

Algeria 0.80 (0.07) 0.13 739
Belarus 0.80 (0.07) 0.14 703
Bolivia 0.82 (0.09) 0.13 647
China 0.54 (0.06) 0.11 1,125
Czech Republic 0.61 (0.05) 0.12 1,075
Ecuador 0.73 (0.08) 0.12 753
Latvia 0.57 (0.07) 0.09 872
Lebanon 0.71 (0.08) 0.11 782
Lithuania 0.70 (0.07) 0.13 811
Oman 0.39 (0.08) 0.04 629
Paraguay 0.94 (0.11) 0.14 511
Russia 0.53 (0.05) 0.11 1,029
Saudi Arabia 0.48 (0.06) 0.08 1,036
Taiwan 0.31 (0.08) 0.02 891
Ukraine 0.83 (0.07) 0.17 730

Median 0.70 (0.07) 0.12   782

Note: Univariate regression of log inverse export supply elasticities in each country on the average of the log inverse 
elasticities in that good for the remaining 14 countries. 

Table 5—Inverse Elasticities by Product Type

Differentiated Reference priced Commodity

Median inv elasticity 2.38 0.70 0.45
Standard errors (0.04) (0.06) (0.14)
p-value: Differentiated vs. refer. or commod. 0.00 0.00

Mean inv. elasticity 17.5 9.3 8.3
Standard errors (0.71) (0.70) (1.23)
p-value: Differentiated vs. refer. or commod. 0.00 0.00

Notes: The number of observations for the median regression is 8,734, less than the full sample since not all HS4 can 
be uniquely matched to Rauch’s classification. The number for the mean regression is 7,927 because we trim the top 
decile. The pattern of results with the top decile is similar but with higher values. 
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Empirically, we know that trade volume falls off quite rapidly with distance.20 This implies 
that some goods are traded only regionally so that even countries that are small from the world’s 
perspective may have considerable amounts of regional market power. For example, Ecuador 
may represent a large share of demand for certain regionally traded goods, such as Chilean 
cement, and it is this elasticity that we estimate. This suggests that for any given GDP, a country 
in a more remote region would be expected to have higher market power, as it accounts for a 
larger fraction of the region’s demand, i.e., it has a larger value for m*

igv/m*
gv in (12). We confirm 

this in the second column of Table 6 by including a standard measure of remoteness—the inverse 
of the distance weighted GDPs of other countries in the world.

Finally, consider the magnitudes of the elasticity estimates. Given the absence of alternative 
estimates, it is difficult to make definitive statements about the reasonableness of the magnitudes 
we find. One of our interesting findings is that even small countries have market power. This may 
seem surprising if one assumes the world is composed of homogeneous goods that are traded at 
no cost. However, this may not be the right framework for thinking about trade. First, as noted 
above, there are still large trade costs segmenting markets. Second, although we do find that 
countries have almost no market power in homogenous goods (those that Rauch (1999) defines as 
commodities), those goods make up only about 10 percent of the tariff lines in the sample. About 
60 percent of the HS4 goods in the sample are differentiated with the remaining 30 percent clas-
sified as reference priced.

In sum, the analysis above suggests that our elasticity estimates are reasonable by a number of 
criteria. We now ask if they are an important determinant in setting tariffs.

robust positive correlation (e.g., it disappears once we drop China), but tariffs and inverse elasticities do, as we show 
in the next section.

20 According to James E. Anderson and Eric van Wincoop’s review of the literature, “the tax equivalent of ‘represen-
tative’ trade costs for industrialized countries is 170 percent” (2004, 692). Estimates from gravity equations imply that 
trade with a partner who shares a border is typically over 14 times larger than with an identically sized nonbordering 
country if one considers the decay due to distance alone (c.f. Limão and Anthony J. Venables 2001).

Table 6—Inverse Export Supply Elasticities, GDP, Remoteness, and Import Shares

Dependent variable Log inverse export supply

Log GDP 0.17 0.18
(0.04) (0.03)

Log remoteness 0.40
(0.15)

Share of world HS4 imports 7.19
(1.48)

Observations 12,343 12,343 12,343
R2 0.26 0.26 0.25
R2 within 0.01 0.02 0.00

Notes: All regressions include four-digit HS fixed effects (1,201 categories). Robust standard errors in parentheses. In 
the log GDP regressions, standard errors are clustered by country. GDP is for 1996. Remoteness for country i is defined 
as 1/(ojGDPj/distanceij). The share of world imports is calculated in 2000. 
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IV.  Estimating the Impact of Market Power on Tariffs

A. Cross-Country Evidence

Before turning to the regression evidence, we will examine a crude cross-country version of 
the theory. Figure 3 shows that there is a strong positive relationship between the median tariff 
in a country and market power in the typical good, as measured by its median inverse elasticity. 
The pattern does not seem to be driven by any one country or even set of countries on a particular 
continent or with a particular income level. The positive relationship between median tariffs and 
median elasticities is also statistically significant.21 Of course, there are many reasons to be wary 
of this relationship, starting with the small number of observations. Fortunately, the vast quantity 
of country-good data underlying this plot can be used to examine the relationship more carefully, 
and we do so in our original working paper where we confirm its robustness.

The result we have presented thus far is suggestive but still far from convincing. Expressing 
the tariff purely in terms of an aggregate country’s characteristic, such as size and resulting 
market power, may be natural in a two-good model, but is not very useful from an empirical 
perspective because of the many cross-country differences that may affect average tariff levels. 
Furthermore, as we have seen, the theory also provides important predictions for tariff variation 
within a country. Since there is considerable variation in tariffs and elasticities within countries 
and fewer potential omitted variables, our main results, in the next section, follow this route.

21 If we regress the median tariff on the median inverse elasticity, we obtain a positive slope 1b 5 5.9; s.e. 5 2.9; 
R2 5 0.212 . The positive relationship is still present if we exclude China 1b 5 4.2; s.e. 5 2.362 .
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Table 7— Tariffs and Market Power across Goods (within countries): OLS and Tobit Estimates

Dependent variable Average tariff at four-digit HS (%)

Fixed effects Country Country and industry

Estimation method OLS OLS OLS OLS OLS OLS Tobit OLSa OLS

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Inverse exp. elast. 0.0003 0.0004
(0.0001) (0.0004)

Mid and high inv exp elast 1.24 1.46 1.86
(0.25) (0.24) (0.31)

Log(1/export elasticity) 0.12 0.17 0.17
(0.04) (0.04) (0.05)

(Inv. exp. elast) 3 (1 2 med hi) 1.45
(0.31)

(Inv. exp. elast) 3 med hi 0.0003
(0.0001)

Mid inv. exp. elast. 1.56
(0.28)

High inv. exp. elast. 1.37
(0.28)

Algeria 23.8 23.0 23.6 24.6 23.6 24.3 24.3 23.1 23.6
(0.64) (0.65) (0.64) (0.95) (0.96) (0.95) (0.93) (0.97) (0.96)

Belarus 12.3 11.5 12.2 12.6 11.6 12.5 12.4 11.3 11.7
(0.29) (0.33) (0.29) (0.76) (0.78) (0.76) (0.94) (0.79) (0.78)

Bolivia 9.8 9.0 9.7 10.1 9.2 10.0 10.0 8.8 9.2
(0.03) (0.17) (0.06) (0.73) (0.75) (0.73) (0.95) (0.77) (0.75)

China 37.8 37.0 37.7 38.2 37.2 38.0 37.9 36.6 37.2
(0.77) (0.79) (0.77) (0.98) (1.01) (0.99) (0.89) (1.03) (1.01)

Czech Republic 9.5 8.7 9.4 9.7 8.7 9.6 8.8 8.3 8.7
(0.53) (0.53) (0.53) (0.85) (0.86) (0.85) (0.89) (0.87) (0.86)

Ecuador 9.8 9.0 9.7 10.3 9.4 10.2 10.1 9.0 9.4
(0.19) (0.26) (0.20) (0.73) (0.74) (0.73) (0.93) (0.76) (0.74)

Latvia 7.3 6.4 7.2 7.3 6.3 7.2 6.9 6.0 6.3
(0.35) (0.40) (0.35) (0.76) (0.78) (0.76) (0.91) (0.79) (0.78)

Lebanon 17.1 16.2 17.0 17.1 16.1 17.0 17.0 15.9 16.1
(0.53) (0.56) (0.53) (0.84) (0.86) (0.84) (0.92) (0.86) (0.86)

Lithuania 3.6 2.8 3.6 3.6 2.6 3.5 26.0 2.3 2.6
(0.26) (0.31) (0.26) (0.74) (0.76) (0.74) (0.98) (0.77) (0.76)

Oman 5.6 4.9 5.6 5.7 4.8 5.6 4.9 4.4 4.8
(0.34) (0.37) (0.34) (0.77) (0.79) (0.77) (0.94) (0.79) (0.79)

Paraguay 16.0 15.3 15.9 16.3 15.4 16.1 15.9 14.9 15.4
(0.49) (0.52) (0.50) (0.84) (0.85) (0.84) (0.99) (0.86) (0.85)

Russia 10.6 9.8 10.5 10.8 9.9 10.7 10.0 9.4 9.9
(0.34) (0.38) (0.34) (0.77) (0.79) (0.77) (0.89) (0.82) (0.79)

Saudi Arabia 12.1 11.3 12.0 12.4 11.4 12.2 12.1 10.9 11.4
(0.08) (0.18) (0.09) (0.71) (0.74) (0.72) (0.89) (0.76) (0.74)

Taiwan 9.7 8.9 9.6 10.3 9.3 10.1 9.7 9.0 9.3
(0.28) (0.33) (0.28) (0.74) (0.76) (0.75) (0.91) (0.77) (0.76)

Ukraine 7.4 6.6 7.2 8.1 7.1 7.9 6.8 6.6 7.1
(0.28) (0.33) (0.29) (0.74) (0.76) (0.74) (0.93) (0.78) (0.76)

Observations 12,333 12,333 12,333 12,333 12,333 12,333 12,333 12,333 12,333
Number of parameters 16 16 16 36 35 36 35 38 36
Adj. R2 0.61 0.61 0.61 0.66 0.66 0.66 0.66

Notes: Standard errors in parentheses (all heteroskedasticity robust except Tobit). Industry dummies defined by section 
according to Harmonized Standard tariff schedule.  

a Optimal threshold regression based on minimum RSS found using a grid search over 50 points of  the distribution 
of inverse exp. elast. (from first to ninety-ninth percentile in intervals of two). Optimal threshold is fifty-third percentile. 
Accordingly, med hi equals one above the fifty-third percentile and zero otherwise. Bruce E. Hansen (2000) shows that 
the dependence of the parameters on the threshold estimate is not of “first-order” asymptotic importance, so inference 
on them can be done as if the threshold estimate were the true value. 
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example, the coefficient is 1.7 when we control for industry or industry-by-country effects in 
columns (6) and (9), respectively. This estimate is ten times larger than the OLS one and signifi-
cant at the 1 percent level. The dummy estimates in columns 5 and 8 illustrate a similar point. 
Products in which countries have medium or high market power have tariffs about 9 percentage 
points higher, a result that is both economically and statistically significant. Since the dummy is 
less prone to measurement error, these results suggest there was a downward bias due to omitted 
variables that is addressed by the IV. We will thoroughly discuss the magnitude of these effects 
in Section IVF. 25

A third point worth noting is the importance of accounting for unobserved industry heteroge-
neity when we employ a parsimonious specification. The estimated market power coefficients in 
columns 1–3 generally double after we account for such heterogeneity in columns 4–6 and 7–9.

The linear version is unlikely to be the correct functional form, as both the data and basic 
extensions of the theory strongly suggest. Given its prominence in the basic theoretical predic-
tion, however, we also present baseline results for it. The more general specification in column 7 
confirms the results obtained with the semi-log and dummy: a positive and significant effect that 
is considerably larger than the OLS estimate.26

C. Individual Country Results

To carefully establish the tariff determinants of any given country requires its own paper. We 
want to determine, however, whether the baseline results represent trade policy setting in the 
typical country. We remain as close as possible to the framework we have used so far. Yet we 
cannot ignore obvious issues such as the bunching of tariffs in Bolivia, Oman, and Saudi Arabia. 

25 There is also indirect evidence that our IV approach addresses the measurement error in v satisfactorily. Recall 
that this was most important for estimates above the ninetieth percentile in each country. However, when we reestimate 
the IV without those observations, we obtain very similar estimates for b.

26 Bolivia, Oman, and Saudi Arabia had little variation in their tariffs, with most grouped in two or three value bins. 
A linear regression approach is generally not the most appropriate way to treat these observations. If we drop these 
countries, the estimates become more precise and increase in magnitude in the dummy and semi-log specifications. 

Table 8—Tariffs and Market Power across Goods (within countries): IV Estimates

Dependent variable Average tariff at four-digit HS (%)

Fixed effects Country Country and industry Industry by country

Estimation method IV GMM IV GMM IV GMM IV GMM IV GMM IV GMM IV GMM IV GMM IV GMM
(1) (2) (3) (4) (5) (6) (7) (8) (9)

Inverse exp. elast. 0.040 0.089 0.075
(0.027) (0.055) (0.028)

Mid and high inv. 3.96 8.88 9.07
   exp. elast. (0.76) (1.18) (1.08)
Log(1/export elasticity) 0.75 1.71 1.73

(0.15) (0.23) (0.21)

Observations 12,258 12,258 12,258 12,258 12,258 12,258 12,258 12,258 12,258

No. of parameters 16 16 16 35 35 35 284 282 283
1st stage F 5 1649 1335 2 653 517 3 691 544

Notes: Standard errors in parentheses (heteroskedasticity robust). Industry dummies defined by section according to 
the Harmonized Standard tariff schedule. 
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model, tariffs are given by the sum of the inverse elasticity and what we refer to as the lobbying 
variable, zig /sig, as defined in equation (7) with Iig5 1.

Recall that the variable zig is the ratio of domestic production value to import value, where the 
latter excludes tariffs. Thus, it requires production data, which we could obtain for 7 of the 15 
countries in our sample for years close to the tariff data. This is available for all these countries 
only at the ISIC three-digit data from the United Nations Industrial Development Organization 
(UNIDO) industrial database. So zig can be interpreted as country i’s average penetration for the 
goods in that ISIC three-digit category. Since we divide this by the import demand elasticity, 
which varies by HS4, the lobbying variable also varies at the HS four-digit level.

In the regressions, we treat the lobbying variable similarly to market power. More specifically, 
we employ either its log or a categorical variable that takes the value of zero for the lower tercile of 
zg / sg in that country, and one otherwise. We instrument the variable, since production and imports 
depend on tariff levels. The instrument is constructed by taking the average of the categorical lobby-
ing variable over the remaining countries for each good. As indicated by the partial F-statistics for 
the first stage in Table 10, the instrument used is strongly correlated with the lobbying variable.

The last two columns of Table 10 present the estimates when we augment our baseline esti-
mates with industry-by-country effects using the lobbying variable above. The market power 
effect in the dummy specification is statistically indistinguishable from the baseline results. The 
same conclusion holds if we consider the semi-log specification. Note also that the reason the 
results are similar is not because we are adding an irrelevant variable. Several studies found that 
a similar variable is empirically important for other countries, and we find that it is significant 
for this sample as well. Below we quantify the importance of market power in tariff setting not 
only by itself, but also relative to this important alternative explanation.

Table 10— Market Power versus Tariff Revenue or Lobbying as a Source of Protection

Dependent variable Average tariff at four-digit HS (%)

Fixed effects Industry by country

Estimation method IV GMM

Sample Pooled (all) Pooled (all) Pooled (7)

Theory Market power
Market power and           

tariff revenue
Market power  
and lobbying

Mid and high inv. exp. elast. 9.07 9.04 10.20
(1.08) (1.24) (1.79)

Mid and high inv. imp. elast. 20.20
(2.08)

Mid and hi inv. imp. pen/imp. elast. 6.28
(1.97)

Log(1/export elasticity) 1.73 1.81 1.94
(0.21) (0.23) (0.38)

Log(1/import elasticity) 20.90
(0.81)

Log(inv. imp. pen/imp. elas.) 1.59
(0.55)

Observations 12,258 12,258 12,258 12,258 5,178 5,178
No. of parameters 282 283 283 284 132 133
First stage F (market power) 691 544 370 312 171 129
First stage F (other) na na 102 144 131 188

Notes: Standard errors in parentheses (heteroskedasticity robust). Industry dummies defined by section according to 
the Harmonized Standard tariff schedule. The countries with available data for the lobbying specifications are Bolivia, 
China, Ecuador, Latvia, Lithuania, Taiwan, and Ukraine. These data are not available for mining and agricultural 
products.
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Table 13— Market Power and Lobbying as a Source of Protection in the US

Panel A: Nontariff barriers

Theory Market power Market power and lobbying
Fixed effects Industry Industry
Estimation method IV Tobit IV Tobitb

Dependent variable Coverage ratio 
(HS4)a

Advalorem equiv. 
(HS4, %)

Coverage ratio 
(HS4)

Advalorem equiv. 
(HS4, %)

(1)            (2) (3)         (4) (5)           (6) (7)         (8)

Mid and high inv. exp. elast. 0.90 38.8 4.93 70.8
(0.31) (15.73) (1.52) (21.99)

Mid and hi inv. imp. pen./imp. elast 20.08 3.99
(0.86) (13.14)

Log(1/export elasticity) 0.22 9.71 1.16 16.0
(0.08) (4.00) (0.39) (5.47)

Log(inv. imp. pen./imp. elas.) 0.19 4.74
(0.34) (4.94)

Observationsc 804 804 804 804 708 708 708 708
Number of parameters 17 17 17 17 17 17 17 17
First stage z-stat (market power) 7.1 6.6 7.1 6.6 6.2 5.3 6.2 5.3
First stage z-stat (other) na na na na 10.1 11.4 10.1 11.4

Panel B: Tariff barriers

Theory Market power Market power and lobbying
Fixed effects Industry Industry
Estimation method IV Tobit IV Tobitb

Dependent variable Non-WTO  
(HS4, %)

WTO   
(HS4, %)

Non-WTO  
(HS4, %)

WTO   
(HS4, %)

(1)            (2) (3)         (4) (5)          (6) (7)         (8)

Mid and high inv. exp. elast. 21.2 1.52 26.9 1.89
(5.53) (1.18) (8.05) (1.58)

Mid and hi inv. imp. pen./imp. elast 10.8 20.63
(4.91) (0.96)

Log(1/export elasticity) 5.07 0.36 5.58 0.45
(1.36) (0.28) (1.86) (0.38)

Log(inv. imp. pen./imp. elas.) 4.76 20.18
(1.69) (0.34)

Observationsc 870 870 869 869 775 775 774 774
Number of parameters 20 20 20 20 21 21 21 21
First stage z-stat (market power) 7.3 7.1 7.3 7.1 6.0 5.3 6.0 5.3
First stage z-stat (other) na na na na 10.0 11.6 10.0 11.6

Mean 30.6 30.6 3.4 3.4 33.0 33.0 3.7 3.7
Mid-hi inv. exp. elast. /mean (%) 69 45 81 51
Elasticity (at mean) 0.17 0.11 0.17 0.12

Notes: Standard errors in parentheses. Industry dummies defined by section according to the Harmonized Standard 
tariff schedule. 

a Coverage ratio is defined as the fraction of HS6 tariff lines in a given HS4 category that had an NTB. Since it varies 
between zero and one we use a two-limit IV Tobit. For the remaining variables we use a lower limit Tobit that accounts 
for censoring at zero. There is a lower share of censored observations in panel B, and we confirmed that these results 
are very similar if we use IV-GMM instead.

b We employ the Newey two-step estimator in the specifications with more than one endogenous variables since it is 
well known that in these cases the maximum likelihood estimator has difficulty in converging.  

c The difference in the number of observations across specifications is due to missing production data for mining 
and agricultural products. The difference between tariff and nontariff barriers is due to the lack of variation of NTBs 
within certain industries, which must therefore be dropped. The tariff results in panel B based on a comparable sample 
to the NTB are identical. 
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Table 13— Market Power and Lobbying as a Source of Protection in the US

Panel A: Nontariff barriers

Theory Market power Market power and lobbying
Fixed effects Industry Industry
Estimation method IV Tobit IV Tobitb

Dependent variable Coverage ratio 
(HS4)a

Advalorem equiv. 
(HS4, %)

Coverage ratio 
(HS4)

Advalorem equiv. 
(HS4, %)

(1)            (2) (3)         (4) (5)           (6) (7)         (8)

Mid and high inv. exp. elast. 0.90 38.8 4.93 70.8
(0.31) (15.73) (1.52) (21.99)

Mid and hi inv. imp. pen./imp. elast 20.08 3.99
(0.86) (13.14)

Log(1/export elasticity) 0.22 9.71 1.16 16.0
(0.08) (4.00) (0.39) (5.47)

Log(inv. imp. pen./imp. elas.) 0.19 4.74
(0.34) (4.94)

Observationsc 804 804 804 804 708 708 708 708
Number of parameters 17 17 17 17 17 17 17 17
First stage z-stat (market power) 7.1 6.6 7.1 6.6 6.2 5.3 6.2 5.3
First stage z-stat (other) na na na na 10.1 11.4 10.1 11.4

Panel B: Tariff barriers

Theory Market power Market power and lobbying
Fixed effects Industry Industry
Estimation method IV Tobit IV Tobitb

Dependent variable Non-WTO  
(HS4, %)

WTO   
(HS4, %)

Non-WTO  
(HS4, %)

WTO   
(HS4, %)

(1)            (2) (3)         (4) (5)          (6) (7)         (8)

Mid and high inv. exp. elast. 21.2 1.52 26.9 1.89
(5.53) (1.18) (8.05) (1.58)

Mid and hi inv. imp. pen./imp. elast 10.8 20.63
(4.91) (0.96)

Log(1/export elasticity) 5.07 0.36 5.58 0.45
(1.36) (0.28) (1.86) (0.38)

Log(inv. imp. pen./imp. elas.) 4.76 20.18
(1.69) (0.34)

Observationsc 870 870 869 869 775 775 774 774
Number of parameters 20 20 20 20 21 21 21 21
First stage z-stat (market power) 7.3 7.1 7.3 7.1 6.0 5.3 6.0 5.3
First stage z-stat (other) na na na na 10.0 11.6 10.0 11.6

Mean 30.6 30.6 3.4 3.4 33.0 33.0 3.7 3.7
Mid-hi inv. exp. elast. /mean (%) 69 45 81 51
Elasticity (at mean) 0.17 0.11 0.17 0.12

Notes: Standard errors in parentheses. Industry dummies defined by section according to the Harmonized Standard 
tariff schedule. 

a Coverage ratio is defined as the fraction of HS6 tariff lines in a given HS4 category that had an NTB. Since it varies 
between zero and one we use a two-limit IV Tobit. For the remaining variables we use a lower limit Tobit that accounts 
for censoring at zero. There is a lower share of censored observations in panel B, and we confirmed that these results 
are very similar if we use IV-GMM instead.

b We employ the Newey two-step estimator in the specifications with more than one endogenous variables since it is 
well known that in these cases the maximum likelihood estimator has difficulty in converging.  

c The difference in the number of observations across specifications is due to missing production data for mining 
and agricultural products. The difference between tariff and nontariff barriers is due to the lack of variation of NTBs 
within certain industries, which must therefore be dropped. The tariff results in panel B based on a comparable sample 
to the NTB are identical. 
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Trade Agreements

Given the strong and robust predictions made by theories of trade
agreements (the GATT/WTO in particular) it is surprising how little
empirical work there is on testing these theories.

Recall that the key claim in a series of Bagwell and Staiger papers is
that the key international externality that trade policies impose is the
terms-of-trade externality, and further that the key principles of the
GATT/WTO seem well designed to force member countries to
internalize these externalities.

Bagwell and Staiger (AER, 2010) takes a step towards filling this gap
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Bagwell and Staiger (AER, 2011)

BS (2011) look at countries who joined the WTO/GATT, and
examine how their tariffs changed in the process.

Using similar logic to that seen above, they show that if governments
are utilitarian then (where ‘BR’ stands for ‘best response’):

τBR − τWTO = ω∗BR (5)

And if governments have political economy motives this generalizes to

τBR − τWTO = ηBR ≡ σBRω∗BRmBR (6)
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Bagwell and Staiger (AER, 2011)

This can be extended to allow for the possibility that WTO
negotiations do not preserve perfect reciprocity (i.e. that
pw ,BR 6= pw ,WTO). Letting r ≡ pw ,WTO/pw ,BR we have (where
φ1 = 0 if r = 1):

τWTO = φ0 + φ1τ
BR + φ2η

BR (7)

This forms BS (2011)’s estimating equation (with φ1 > 0 and φ2 < 0
expected). But for many countries they don’t observe η so instead
appeal to linear demand/supply case where η is proportional to m.
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values calculated from the COMTRADE database. A detailed description of all data 
sources and our data cleaning procedures is contained in the online Data Appendix.

Table 1 reports the list of countries in our sample, the years over which their import 
data were averaged, the years over which the pre-WTO-accession (unbound) tariff 
was measured, and the year of WTO accession. As can be seen, for each country the 
years of unbound tariff data are measured prior to the year of WTO accession, while 
the import data are averaged over a period that for most countries in the sample pre-
cedes the date of WTO accession as well.15

Tables 2A and 2B provide summary statistics for imports, pre-WTO unbound tar-
iffs, and bound tariffs. The unit of observation for all of our estimation is a (country, 
six-digit HS product) pair, but we often report coefficients estimated on data within 
one-digit HS sectors or by country, and so Table 2A provides summary statistics for 
the full sample and by one-digit HS sector and Table 2B provides this information 
by country.16 Several features of the data are noteworthy.

15 The tariff data for year s reflect the tariffs in place on the first day of year s, and so even the tariff data for 
Jordan and Panama reflect pre-WTO-accession levels. Ideally, our import measures should precede the implementa-
tion of any WTO tariff commitments in our sample of countries. Using the average import level over 1995–1999 
comes close to achieving this, while allowing us to smooth out year-to-year fluctuations and use the same time 
frame when measuring imports for each country. Using only our 1995 import data, as well as excluding Ecuador, 
Kyrgyzstan, and Panama from our sample, yields broadly similar results.

16 After accounting for missing tariff observations and for import values below the threshold value for the 
PC-TAS dataset (the five-year total import value must exceed $50,000), we are left with 42,721 out of a possible 
85,920 observations. For the majority (89 percent) of these missing observations, we have complete tariff data but 
no import data (imports are below threshold). Attempting to incorporate these missing observations into our estima-
tion would require dealing with a number of significant interpretive issues (e.g., “water in the tariff”) and econo-
metric issues (e.g., censored regressors), and so we simply exclude them from our estimation in what follows (see 
Roberto Rigobon and Thomas M. Stoker (2007) for a discussion of some of the econometric limitations associated 
with common procedures for the inclusion of censored observations in estimation). However, the mean ad valorem 
tariff concession over these below-threshold-import-value observations is roughly 20 percent below the mean ad 
valorem tariff concession over the observations for which we do have import data. This suggests that incorporating 

Table 1—Countries in the Sample

Years of Years of unbound Year of WTO 
Country import data tariff data accession

Albania 1995–1999 1997 2000
Armenia 1995–1999 2001 2003
Cambodia 1995–1999 2001–2003 2004
China 1995–1999 1996–2000 2001
Ecuador 1995–1999 1993–1995 1996
Estonia 1995–1999 1995 1999
Georgia 1995–1999 1999 2000
Jordan 1995–1999 2000 2000
Kyrgyzstan 1995–1999 1995 1998
Latvia 1995–1999 1997 1999
Lithuania 1995–1999 1997 2001
Macedonia 1995–1999 2001 2003
Moldova 1995–1999 2000 2001
Nepal 1995–1999 1998–2000, 2002 2004
Oman 1995–1999 1997 2000
Panama 1995–1999 1997 1997

Notes: Unbound tariff data for each country come from the TRAINS database. Tariffs are MFN 
ad valorem, recorded at the HS6 level, and averaged over the sample period. Import data for each 
country come from the PC-TAS Database, a subset of the COMTRADE database. Import values 
are nominal and in millions of US dollars, and averaged over the sample period.
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First, there is an enormous amount of variation in the level of imports across coun-
tries and products and, not surprisingly, China is huge, not only in absolute terms 
but especially in relation to the other countries in our sample. On the one hand, this 
variation is exactly what we want in order to assess the empirical predictions of the 
terms-of-trade theory. On the other hand, it does raise the concern that any empirical 
findings may be driven by China, or by a relatively small number of outlier observa-
tions, and it suggests the importance of sensitivity analysis to evaluate whether this 
is the case.

these missing observations into our estimation would likely strengthen our basic finding that large pre-negotiation 
import volumes predict large negotiated tariff concessions.

Table 2A—Summary Statistics for Imports, Unbound Tariffs, and Bound Tariffs 
(Full sample and by sector)

Sample
(Observations) Variable Mean SD Median Min Max Observations = 0

All Imports 4.08 50.61 0.19 0.01 5,788.08 —
42,721 Unbound tariff 10.34 11.61 5.70 0.00 180.00 10,496

Bound tariff 13.05 11.34 10.00 0.00 200.00 5,577

HS0 Imports 1.30 6.31 0.15 0.01 165.78 —
2,037 Unbound tariff 13.64 12.94 10.00 0.00 60.00 456

Bound tariff 19.32 15.07 15.00 0.00 200.00 83

HS1 Imports 4.05 31.95 0.22 0.01 619.64 —
1,811 Unbound tariff 13.79 16.58 10.00 0.00 121.48 413

Bound tariff 18.59 14.89 15.00 0.00 144.00 150

HS2 Imports 4.43 64.44 0.15 0.01 3,826.98 —
4,417 Unbound tariff 9.15 13.96 5.00 0.00 180.00 1,033

Bound tariff 11.63 18.15 6.50 0.00 200.00 547

HS3 Imports 4.95 43.91 0.27 0.01 1,190.88 —
4,030 Unbound tariff 9.09 9.97 5.00 0.00 60.00 1,073

Bound tariff 7.64 6.33 6.50 0.00 47.00 529

HS4 Imports 3.71 23.34 0.18 0.01 679.07 —
3,264 Unbound tariff 10.17 10.70 6.67 0.00 50.00 821

Bound tariff 11.95 10.55 10.00 0.00 40.00 847

HS5 Imports 3.39 27.35 0.12 0.01 955.27 —
4,271 Unbound tariff 10.95 10.31 7.00 0.00 37.20 865

Bound tariff 13.33 8.36 10.00 0.00 50.00 82

HS6 Imports 1.24 12.03 0.13 0.01 464.95 —
4,176 Unbound tariff 17.12 12.22 15.00 0.00 50.00 654

Bound tariff 18.12 6.76 15.00 0.00 40.00 1

HS7 Imports 3.02 18.05 0.18 0.01 379.22 —
4,293 Unbound tariff 8.68 9.70 5.00 0.00 52.00 1,170

Bound tariff 12.16 10.31 10.00 0.00 40.00 1,160

HS8 Imports 6.65 81.86 0.25 0.01 5,788.08 —
10,956 Unbound tariff 7.66 9.75 5.00 0.00 130.00 3,171

Bound tariff 12.00 9.22 10.00 0.00 60.00 1,426

HS9 Imports 2.12 15.66 0.17 0.01 440.07 —
3,466 Unbound tariff 11.28 11.04 8.33 0.00 50.00 840

Bound tariff 13.62 10.50 14.86 0.00 40.00 752

Notes: “Imports’’ represents the average yearly import value for each six-digit HS product over the period 1995–
1999 in millions of US dollars. “Unbound tariff’’ represents the average pre-accession MFN applied tariff over 
the sample at periods noted in Table 1. “Bound tariff’’ represents the final negotiated post-accession tariff binding.

MIT 14.581 Trade Policy (Empirics) Fall 2017 (Lecture 25) 44 / 47



BS (2011): Results
1253bagwell and staiger: evidence from the world trade organizationVOL. 101 NO. 4

Table 2B—Summary Statistics for Imports, Unbound Tariffs, and Bound Tariffs, 
by Country

Sample
(Observations) Variable Mean SD Median Min Max Observations = 0

Albania Imports 0.35 1.45 0.08 0.01 37.24 —
2,172 Unbound tariff 16.68 8.74 20.00 0.00 30.00 6

Bound tariff 7.69 6.57 5.00 0.00 20.00 517

Armenia Imports 0.36 2.06 0.06 0.01 42.42 —
1,213 Unbound tariff 2.98 4.54 0.00 0.00 10.00 843

Bound tariff 8.66 6.71 10.00 0.00 15.00 402

Cambodia Imports 0.62 4.34 0.08 0.01 153.85 —
1,632 Unbound tariff 16.18 12.32 15.00 0.00 96.00 81

Bound tariff 19.33 10.16 15.00 0.00 60.00 13

China Imports 27.96 120.66 3.35 0.01 3,826.98 —
4,646 Unbound tariff 18.72 13.03 16.00 0.00 121.48 64

Bound tariff 9.76 6.66 8.50 0.00 65.00 250

Ecuador Imports 1.23 4.63 0.23 0.01 99.48 —
3,601 Unbound tariff 11.64 5.71 12.00 0.00 32.33 14

Bound tariff 21.70 7.93 20.00 5.00 85.50 0

Estonia Imports 1.05 4.51 0.25 0.01 171.72 —
3,645 Unbound tariff 0.07 0.99 0.00 0.00 16.00 3,625

Bound tariff 8.49 7.59 8.00 0.00 59.00 733

Georgia Imports 0.36 2.40 0.05 0.01 48.29 —
1,388 Unbound tariff 9.83 3.24 12.00 5.00 12.00 0

Bound tariff 6.94 5.54 6.50 0.00 30.00 383

Jordan Imports 1.06 5.39 0.19 0.01 204.13 —
3,333 Unbound tariff 22.03 14.86 23.33 0.00 180.00 295

Bound tariff 16.05 13.85 15.00 0.00 200.00 206

Kyrgyzstan Imports 0.37 1.73 0.07 0.01 50.09 —
1,575 Unbound tariff 0.00 0.00 0.00 0.00 0.00 1,575

Bound tariff 6.99 4.58 10.00 0.00 25.00 365

Latvia Imports 0.83 4.74 0.18 0.01 215.56 —
3,253 Unbound tariff 4.78 8.35 0.50 0.00 75.00 131

Bound tariff 12.03 11.83 10.00 0.00 55.00 502

Lithuania Imports 1.30 9.35 0.26 0.01 449.43 —
3,515 Unbound tariff 3.62 7.41 0.00 0.00 50.00 2,611

Bound tariff 9.49 7.99 10.00 0.00 100.00 747

Macedonia Imports 0.52 1.94 0.14 0.01 68.21 —
2,643 Unbound tariff 14.98 11.42 12.00 0.00 60.00 17

Bound tariff 7.33 7.69 5.75 0.00 60.00 843

Moldova Imports 0.34 3.00 0.07 0.01 118.94 —
1,872 Unbound tariff 4.62 5.35 5.00 0.00 16.25 843

Bound tariff 6.94 4.63 7.00 0.00 20.00 383

Nepal Imports 0.41 1.75 0.07 0.01 48.59 —
1,517 Unbound tariff 14.89 13.96 15.00 0.00 130.00 40

Bound tariff 25.78 13.99 25.00 0.00 200.00 55

Oman Imports 2.04 11.60 0.19 0.01 290.76 —
2,824 Unbound tariff 4.69 1.21 5.00 0.00 5.00 177

Bound tariff 13.23 15.62 15.00 0.00 200.00 85

Panama Imports 3.73 101.05 0.25 0.01 5,788.08 —
3,691 Unbound tariff 12.10 11.26 9.00 0.00 60.00 122

Bound tariff 23.36 10.61 30.00 0.00 144.00 75

Notes: See Table 2A.
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Table 3A—Baseline Results

Equation: ​τ​ gc​ 
wto​ = ​α​G​ + ​α​c​ + ​β​1​ ​τ​ gc​ 

BR​ + ​β​ 2​ [​V​ gc​ 
BR​ ] + ​ϵ​gc​

OLS Tobit

Sample Observations ​β​1​  ​β​ 2​ R2 ​β​1​ ​β​ 2​

All 42,721 0.3702*** −0.0044*** 0.804 0.3901*** −0.0065***
(0.0174) (0.0008) (0.0051) (0.0010)

HS0 2,037 0.3750*** −0.0733** 0.763 0.3925*** −0.0657
(0.0284) (0.0338) (0.0291) (0.0443)

HS1 1,811 0.2226*** −0.0476*** 0.783 0.2376*** −0.0487***
(0.0311) (0.0104) (0.0218) (0.0095)

HS2 4,417 0.6502*** −0.0001 0.651 0.6781*** −0.0053
(0.0707) (0.0015) (0.0210) (0.0051)

HS3 4,030 0.2679*** −0.0044*** 0.868 0.2805*** −0.0047***
(0.0162) (0.0008) (0.0098) (0.0015)

HS4 3,264 0.3285*** −0.0059*** 0.919 0.3711*** −0.0061
(0.0142) (0.0017) (0.0147) (0.0048)

HS5 4,271 0.3136*** −0.0055*** 0.955 0.3163*** −0.0055***
(0.0104) (0.0015) (0.0083) (0.0020)

HS6 4,176 0.1342*** −0.0134*** 0.974 0.1342*** −0.0134***
(0.0144) (0.0044) (0.0089) (0.0041)

HS7 4,293 0.3705*** −0.0111*** 0.906 0.3763*** −0.0088
(0.0185) (0.0025) (0.0153) (0.0057)

HS8 10,956 0.4013*** −0.0044*** 0.872 0.4144*** −0.0057***
(0.0159) (0.0006) (0.0080) (0.0008)

HS9 3,466 0.3715*** −0.0112* 0.886 0.4123*** −0.0113
(0.0176) (0.0063) (0.0179) (0.0082)

Albania 2,172 0.2544*** −0.0085 0.870 0.3194*** −0.0183
(0.0208) (0.0512) (0.0256) (0.0690)

Armenia 1,213 0.2693*** 0.0063 0.878 0.3066*** 0.0058
(0.0661) (0.0666) (0.0686) (0.0789)

Cambodia 1,632 0.4979*** 0.0453** 0.951 0.4985*** 0.0450
(0.0276) (0.0186) (0.0136) (0.0304)

China 4,645 0.2584*** −0.0044*** 0.862 0.2661*** −0.0073***
(0.0214) (0.0009) (0.0079) (0.0008)

Ecuador 3,601 0.5703*** −0.0607** 0.972 0.5703*** −0.0607***
(0.0224) (0.0244) (0.0182) (0.0146)

Estonia 3,645 0.2124** −0.0900*** 0.870 0.2456* −0.1123***
(0.1060) (0.0289) (0.1409) (0.0195)

Georgia 1,388 −0.2285** 0.0457 0.901 −0.4986*** 0.0441
(0.0974) (0.0280) (0.1598) (0.0436)

Jordan 3,333 0.6317*** −0.0546** 0.931 0.6504*** −0.0719***
(0.0310) (0.0273) (0.0096) (0.0214)

Kyrgyzstan 1,575 — −0.0790 0.904 — −0.0909*
— (0.0666) — (0.0506)

Latvia 3,253 0.1246*** −0.0616*** 0.856 0.1286*** −0.1263***
(0.0385) (0.0184) (0.0241) (0.0487)

Lithuania 3,515 0.4990*** −0.0051 0.850 0.5179*** −0.0060
(0.0445) (0.0115) (0.0223) (0.0110)

Macedonia 2,643 0.4616*** −0.0188 0.859 0.6044*** −0.0183
(0.0174) (0.0602) (0.0159) (0.0544)

Moldova 1,872 0.4161*** 0.0009 0.926 0.4755*** 0.0243
(0.0329) (0.0031) (0.0252) (0.1509)

Nepal 1,517 0.3516*** −0.3998** 0.941 0.3527*** −0.4073***
(0.0391) (0.1810) (0.0183) (0.1150)

Oman 2,824 −0.4555 −0.0248** 0.765 −0.4662** −0.0258
(0.5301) (0.0124) (0.2351) (0.0174)

Panama 3,691 0.1277*** −0.0031*** 0.925 0.1300*** −0.0032**
(0.0179) (0.0010) (0.0132) (0.0012)

Notes: Standard errors are in parentheses (OLS are heteroskedasticity-robust). Industry fixed effects, ​α​G​, are at the 
two-digit HS product level. Country fixed effects, ​α​c​ , included only for the full-sample and by-sector estimates. 
Fixed-effect estimates available upon request. See main text for variable definitions.

*** Significant at the 1 percent level.
  ** Significant at the 5 percent level.
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The elasticity measures reported in Broda, Limão, and Weinstein (2008) also 
allow us to consider for this five-country subsample the possibility of MFN free-
riders. When the decision to participate in tariff negotiations is made on a good-
by-good basis, Ludema and Mayda (2007) argue that the MFN free-riding problem 
arises when foreign exporter concentration (as measured by the Herfindahl index) is 
low and the importing country’s ability to affect world prices with its tariff choices 
is high; and they report evidence of a negative relationship between bound tariff 
rates and an interaction term between the Herfindahl index of foreign exporter con-
centration and measures of importer market power. In the context of the accession 
negotiations that are our concern here, the participation decision is in practice made 
on a bilateral country-by-country basis rather than good by good (see, for example, 
WTO 2005, pp. 12–30), and so it is not clear that the free-rider logic described by 

Table 6—Nonlinear Specifications

 ​τ​ gc​ 
wto​ = ​α​G​ + ​α​c​ + ​ϕ​1​ ​τ​ gc​ 

BR​ + ​ϕ​2​ [ln(​η​ gc​ BR​)] + ​υ​gc​ ​τ​ gc​ 
wto​ = ​α​G​ + ​α​c​ + ​ϕ​1​ ​τ ​ gc​ 

BR​ + ​ϕ​2​ [ln(​η​ gc​ BR​)] + ​ϕ​3​[​Θ​ gc​ 
BR​] + ​υ​gc​

IV-GMM IV-GMM

Sample Obs ​ϕ​1​ ​ϕ​2​ Obs ​ϕ​ 1​ ​ϕ​2​ ​ϕ​3​

All 15,645 0.1984*** −0.4154*** 15,645 0.1857*** −0.4671*** −2.2979***
(0.0205) (0.0515) (0.0216) (0.0662) (0.6519)

HS0 789 0.0153 −1.8375*** 789 −1.1907 −0.9786 −112.8735
(0.0832) (0.4212) (5.9855) (4.7322) (520.5452)

HS1 607 0.0671** −1.6040*** 607 0.0758** −1.4991*** 0.7296
(0.0296) (0.4771) (0.0362) (0.4315) (2.8101)

HS2 1,734 0.0237 −0.4269* 1,734 0.0266 −0.4144* 0.7462
(0.0937) (0.2358) (0.0960) (0.2328) (2.5375)

HS3 1,516 0.3399*** −0.1342*** 1,516 0.3684*** −0.0717 −1.1613*
(0.0373) (0.0482) (0.0422) (0.0588) (0.6528)

HS4 1,193 0.3494*** −0.2099** 1,193 0.4345*** −0.0626 −3.1277
(0.0298) (0.0935) (0.1172) (0.1846) (4.6537)

HS5 1,534 0.2956*** −0.4381*** 1,534 0.2632*** −0.0680 0.9875**
(0.0135) (0.1150) (0.0186) (0.0821) (0.3683)

HS6 1,550 0.1941*** −0.1404*** 1,550 0.1964*** −0.1385** −0.1556
(0.0219) (0.0512) (0.0223) (0.0495) (0.2998)

HS7 1,449 0.4929*** −0.2027** 1,449 0.4820*** −0.2789*** 1.7452
(0.0353) (0.0812) (0.0364) (0.0841) (1.1590)

HS8 4,108 0.3291*** −0.3387*** 4,108 0.3277*** −0.3382*** −0.1092
(0.0293) (0.0511) (0.0297) (0.0509) (0.2329)

HS9 1,165 0.3589*** 0.0674 1,165 0.3898*** 0.3157* 2.7177***
(0.0488) (0.1243) (0.0584) (0.1753) (0.6446)

China 4,371 0.2148*** −0.5384*** 4,371 0.2145*** −0.5381*** −0.0284
(0.0216) (0.0499) (0.0225) (0.0480) (0.4689)

Ecuador 3,108 0.5236*** −0.3149*** 3,108 0.5416*** −0.4041*** −1.2416*
(0.0242) (0.0685) (0.0308) (0.1222) (0.6728)

Latvia 2,983 0.1022** −0.2994** 2,983 0.0907** −0.2349 2.6329
(0.0416) (0.1200) (0.0444) (0.1629) (1.8390)

Lithuania 3,088 0.4355*** −0.1625* 3,088 0.4420*** −0.1514* −0.2955
(0.0464) (0.0941) (0.0485) (0.0899) (0.5021)

Oman 2,095 −0.7157 −0.4886*** 2,095 −1.2108* −0.5428** −5.5640
(0.6267) (0.1728) (0.7000) (0.2476) (3.5050)

Notes: See Table 3A.
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