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Introduction

Hallak and Levinsohn (2005): “Countries don’t trade. Firms trade.”

Since around 1990, trade economists have increasingly used data from
individual firms/plants in order to better understand:

Why countries trade.
The nature of trade costs.
The mechanisms of adjustment to trade liberalization: mark-ups, entry,
exit, productivity changes, factor price changes.
Who are the winners and losers of trade liberalization (across firms,
across workers)?

This has been an extremely influential development for the field.
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Stylized Facts about Trade at the Firm-Level

Exporting is extremely rare.

Exporters are different:

They are larger.
They are more productive.
They use factors differently.
They pay higher wages.

We will go through some of these findings first.
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Exporting is Rare

Two papers provide a clear characterization of just how rare exporting
activity is among firms:

1 Bernard, Jensen, Redding and Schott (JEL, forthcoming) on US
manufacturing. (See also their 2007 JEP.)

2 Eaton, Kortum and Kramarz (2011, ECMA) on French manufacturing.

It was initially hard to match firm-level datasets (which typically
contain data on total output/sales, but not sales by destination) to
shipment-level trade datasets, but fortunately this can now be
achieved in many countries around the world.
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Exporting is Rare
BJRS (2017)

Global Firms

Heckscher-Ohlin comparative advantage, in which �rm export decisions are in�uenced by the interaction
of cross-industry di�erences in factor intensity and cross-country di�erences in factor abundance.

(1) (2) (3)

Percent of 
Firms

Fraction of 
Firms that 

Export

Mean Exports as 
a Share of Total 

Shipments
311 Food Manufacturing 6.8 0.23 0.21
312 Beverage and Tobacco Product 0.9 0.30 0.30
313 Textile Mills 0.8 0.57 0.39
314 Textile Product Mills 2.7 0.19 0.12
315 Apparel Manufacturing 3.6 0.22 0.16
316 Leather and Allied Product 0.3 0.56 0.19 checked
321 Wood Product Manufacturing 4.8 0.21 0.09
322 Paper Manufacturing 1.5 0.48 0.06
323 Printing and Related Support 11.1 0.15 0.10 from
324 Petroleum and Coal Products 0.5 0.34 0.13 MK_CMF_EXP_NEW_CLEAN.lst
325 Chemical Manufacturing 3.3 0.65 0.23
326 Plastics and Rubber Products 3.9 0.59 0.11 USES LFTTD TO INDICATE "FIRM" LEVEL EXPORTS
327 Nonmetallic Mineral Product 4.3 0.19 0.09
331 Primary Metal Manufacturing 1.5 0.58 0.31
332 Fabricated Metal Product 20.6 0.30 0.09
333 Machinery Manufacturing 8.7 0.61 0.15
334 Computer and Electronic Product 3.9 0.75 0.28
335 Electrical Equipment, Appliance, 1.7 0.70 0.47
336 Transportation Equipment 3.4 0.57 0.16
337 Furniture and Related Product 6.5 0.16 0.14
339 Miscellaneous Manufacturing 9.3 0.32 0.16
Aggregate Manufacturing 100 0.35 0.17

NAICS Industry

Notes: Data are from the 2007 U.S. Census of Manufactures. Column (1) summarizes the
distribution of manufacturing firms across three-digit NAICS manufacturing industries.
Column (2) reports the share of firms ineach industry thatexport. Firm exports are measured
using customs information from LFTTD. Column (3) reports mean exports as a percent of
total shipments across all firms that export in the noted industry.

Table 1: Firm Exporting

In Column (3), we report the average share of exports in �rm shipments for each sector. In a world
of identical and homothetic preferences and no trade costs, this share of exports in �rm shipments would
equal the share of the rest of the world in world GDP (see also Brooks (2006)). However, we �nd an
average export share for manufacturing as a whole of 17 percent, which is substantially lower than this
frictionless benchmark. A natural explanation is variable trade costs. In our theoretical framework, these
trade frictions reduce the share of exports in �rm shipments through both the extensive margins (the
number of countries to which a �rm exports and the number of products the �rm exports to a given
country) and the intensive margin (exports of a given product to a given country).

As apparent from Column (3), this average share of exports in �rm shipments also varies substantially
across sectors, from a a high of 47 percent in Electrical Equipment (335) to a low of 6 percent in Paper
Manufacturing (322). In the theory developed above, such variation in average export shares is driven
by di�erences in trade costs across industries and the pattern of comparative advantage, as determined

22
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Exporting is Rare
BJRS (2017)

Global Firms

workers between �rms is random conditional on �rm �xed e�ects, worker �xed e�ects and time-varying
worker observables. In general, this literature �nds a role for both unobserved di�erences in workforce
composition and wage premia, with their relative contributions varying across studies, as in Baumgarden
(2013), Davidson, Heyman, Matusz, Sjöholm, and Zhu (2014), Frías, Kaplan, and Verhoogen (2015), Krishna,
Poole, and Senses (2014), Munch and Skaksen (2008) and Schank, Schnabel, and Wagner (2007).

4.3 Firm Importing

Our theoretical framework above emphasizes that �rms self-select into importing as well as into export-
ing. In Table 3, we compare �rm importing and exporting using the 2007 LFTTD. Column (1) reproduces
the share of each three-digit North American Industrial Classi�cation (NAIC) industry in the number of
manufacturing �rms from Table 1; Column (2) reproduces the share of �rms within each industry that
export from Table 1; Column (3) reports the share of �rms within each industry that import; and Column
(4) summarizes the share of �rms within each industry that both export and import.

(1) (2) (3) (4)

Percent of All 
Firms

Fraction of 
Firms that 

Export

Fraction of 
Firms that 

Import

Fraction of 
Firms that 
Import & 

Export
311 Food Manufacturing 6.8 0.23 0.15 0.10
312 Beverage and Tobacco Product 0.9 0.30 0.18 0.11
313 Textile Mills 0.8 0.57 0.44 0.37
314 Textile Product Mills 2.7 0.19 0.14 0.09 checked
315 Apparel Manufacturing 3.6 0.22 0.23 0.15
316 Leather and Allied Product 0.3 0.56 0.53 0.40
321 Wood Product Manufacturing 4.8 0.21 0.09 0.06 from
322 Paper Manufacturing 1.5 0.48 0.25 0.21 MK_CMF_EXP_NEW_CLEAN.lst
323 Printing and Related Support 11.1 0.15 0.05 0.03
324 Petroleum and Coal Products 0.5 0.34 0.18 0.14 Correlation between firm importing and exporting
325 Chemical Manufacturing 3.3 0.65 0.40 0.36 0.907263
326 Plastics and Rubber Products 3.9 0.59 0.34 0.29
327 Nonmetallic Mineral Product 4.3 0.19 0.15 0.09 USES LFTTD TO INDICATE "FIRM" LEVEL EXPORTS AND IMPORTS
331 Primary Metal Manufacturing 1.5 0.58 0.32 0.29
332 Fabricated Metal Product 20.6 0.30 0.12 0.10
333 Machinery Manufacturing 8.7 0.61 0.30 0.28
334 Computer and Electronic Product 3.9 0.75 0.50 0.47
335 Electrical Equipment, Appliance, 1.7 0.70 0.46 0.41
336 Transportation Equipment 3.4 0.57 0.35 0.31
337 Furniture and Related Product 6.5 0.16 0.12 0.07
339 Miscellaneous Manufacturing 9.3 0.32 0.20 0.17
Aggregate Manufacturing 100 0.35 0.20 0.16

NAICS Industry

Notes: Dataare for 2007 and are for firms that appear in both the U.S.Census of Manufacturers and the LFTTD. Firm
exports and imports are measured using customs information from LFTTD. Column (1) summarizes the distribution of
manufacturing firms across three-digit NAICS industries. Remaining columns report the percent of firms in each
industry that export, import and do both. 

Table 3: Firm Importing and Exporting

We �nd a broadly similar pattern of results for �rm importing in Table 3 as for �rm exporting in Table

26
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EKK (2011)
Out of 229,9000 French manufacturing firms, only 34,035 sell abroad (and 523 of them
don’t sell in France)
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Panel B: Normalized Entry
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Figure 1: Entry and Sales by Market Size
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Exporters are Different

The most influential findings about exporting and intra-industry
heterogeneity have been related to:

Exporters being larger.
Exporters being more productive.

But there are other “exporter premia” too.

Clearly there is a difficult issue of selection versus treatment here.
But for now we’ll focus on the raw, descriptive statistics.
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Exporter Premia in the United States
BJRS (2017)

Global Firms

industry �xed e�ects in Column (2) to focus on within-industry di�erences between exporters and non-
exporters, these performance di�erences become slightly smaller, but remain statistically signi�cant at
the 1 percent level. We continue to �nd that exporters are larger than non-exporters, by 111 percent for
employment and 135 percent for shipments. Exporters also remain more productive than non-exporters,
by 19 percent for value-added per worker and 4 percent for TFP. Column (3) shows that these performance
di�erences are not driven simply by �rm size. After including log �rm employment as an additional control,
we continue to �nd statistically signi�cant di�erences between exporters and non-exporters within the
same industry for all the other performance measures.

(1) (2) (3)
Log Employment 1.28 1.11 -
Log Shipments 1.72 1.35 0.24
Log Value Added per Worker 0.33 0.19 0.21
Log TFP 0.03 0.04 0.04
Log Wage 0.21 0.09 0.10
Log Capital per Worker 0.28 0.16 0.20
Log Skill per Worker 0.06 0.01 0.11

Additional Covariates None Industry Fixed 
Effects

Industry Fixed 
Effects, Log 
Employment

Exporter Premia

Notes: Notes: Data are for 2007 and are from the U.S. Census of Manufactures. All results 
are from bivariate OLS regressions of firm characteristic in first column on a dummy 
variable indicating firm's export status. Firm exports measured using customs information 
from LFTTD. Columns two and three include industry fixed effects and industry fixed 
effects plus log firm employment, respectively, as additional controls.  Total factor 
productivity (TFP) is computed as in Caves et al (1982). Capital and skill per worker are 
capital stock and non-production workers per total employment, respectively. All results 
are significant at the 1 percent level except the Log Skill per Worker results in column 2 
which are not significant at the 10 percent level. 

Table 2: Exporter Premia

Comparing the results for 2007 in Table 2 with those for 2002 in Bernard, Jensen, Redding, and Schott
(2007), we �nd stable performance di�erences between exporters and non-exporters, which become some-
what larger over time. Following the early evidence for the United States in Bernard and Jensen (1995,
1999), similar performance di�erences between exporters and non-exporters have been found for a range
of developed and developing countries, including France (Eaton, Kortum, and Kramarz (2004)), Germany
(Bernard and Wagner (1997)), Slovenia (De Loecker (2007)) and Sub-Saharan African countries (Van Biese-
broeck (2005)), among many others. Even within a given country, similar performance di�erences are

(1982). We use log di�erences to approximate the percentage di�erences between exporters and non-exporters, which understates
the magnitude of the percentage di�erences. For example, from Column (1) of Table 2, exporters are 260 percent larger than
nonexporters in terms of employment (since 100*(exp(1.28)-1)=260).

24
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Exporter Premia in the United States
BJRS (2017)

Global Firms

performance di�erences for U.S. manufacturing industries, using an analogous speci�cation to that for
�rm exporting in Table 2. All speci�cations in Table 4 control for industry �xed e�ects and all speci�ca-
tions except for employment control for �rm size as measured by log employment.

(1) (2) (3)

Exporter Premia Importer Premia
Exporter & 

Importer Premia
Log Employment 1.11 1.20 1.39
Log Shipments 0.24 0.32 0.36 checked
Log Value Added per Worker 0.21 0.25 0.28
Log TFP 0.04 0.03 0.03
Log Wage 0.10 0.09 0.11 from
Log Capital per Worker 0.20 0.28 0.34 MK_CMF_EXP_NEW_CLEAN.lst
Log Skill per Worker 0.11 0.16 0.18

USES LFTTD TO INDICATE "FIRM" LEVEL EXPORTS AND IMPORTS
Notes: Dataare for 2007 and are for firms thatappear inboth the U.S.Census of Manufacturers
and the LFTTD. All results are from bivariateOLSregressionsof a given firm characteristic on
the dummy variable noted at the top of each column as well as industry fixed effects. All
specifications except for employment also include firm employment as an additional control.
Firm exports and imports are measured using customs information from LFTTD. Total factor
productivity (TFP) is computed as inCaves et al (1982). Capitaland skill perworker are capital
stock and non-production workers per total employment, respectively.All results are significant
at the 1 percent level.

Table 4: Exporter and Importer Premia

Consistent with the selection forces emphasized in our model, we �nd a similar pattern of results for
importing as for exporting. After controlling for �rm size, we �nd import premia within industries of
around 120 percent for employment, 32 percent for shipments, 25 percent for value-added per worker, 3
percent for TFP, 9 percent for wages, 28 percent for capital intensity and 16 percent for skill intensity.26

Consistent with both the selection and magni�cation e�ects emphasized by our model, we �nd the largest
performance di�erences for �rms that simultaneously export and import. In the model, participation in
the international economy along multiple margins ampli�es the e�ect of true di�erences in �rm primitives
on endogenous measures of �rm performance.27

To examine the implications of �rm selection into importing for �rm and aggregate productivity,
Blaum, Lelarge, and Peters (2014) develop a framework in which �rm-level data on value-added and do-
mestic expenditure shares provide su�cient statistics for the impact of trade in intermediate inputs on
consumer prices. Within this framework, a reduction in a �rm’s domestic expenditure share implies a
reduction in its unit costs. Using the observed joint distribution of �rm value-added and domestic expen-
diture shares in the data, this framework implies substantial heterogeneity across �rms in the e�ects of

26Again we use the log approximation, which can can substantially understate the size of these performance di�erences. Taking
exponents of the employment coe�cient in Column (2) of Table 4, importing �rms have 232 percent more employment (since
100*(exp(1.20)-1)=232).

27While we focus on �rm exporting and importing, similar performance di�erences are observed between multinationals and
other �rms. See for example Doms and Jensen (1998), Helpman, Melitz, and Yeaple (2004) and Yeaple (2009).

28
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The Exporter Premium: Productivity
Bernard, Eaton, Jensen and Kortum (AER, 2003) for US dataTHE AMERICAN ECONOMIC REVIEW 

1D 
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FIGURE 2A. RATIO OF PLANT LABOR PRODUCTIVITY TO OVERALL MEAN 

across industries certainly appear in the data, 
what is surprising is how little industry explains 
about exporting and productivity. 

One might argue that industry is not that 
informative about exporter status because it is a 
poor indicator of factor intensity, which is the 
true determinant of both productivity and export 
activity. We explore this possibility by allocat- 
ing plants into 500 bins according to capital 
intensity (as measured by total assets per 
worker) and into 500 bins according to the share 
of payments to nonproduction workers as a 
share of labor costs, a standard indicator of skill 
intensity. (Bins were defined so that each con- 
tains the same number of plants.) As shown in 
Table 2, even within these bins the standard 
deviation of log productivity was nearly as high 
as in the raw sample. Factor intensity did even 
less than industry in explaining the productivity 
advantage of exporters (although each made a 
modest contribution toward explaining the dif- 
ference in the raw data). Taking both industry 
and factor intensity into account took us a bit 

further. Assigning plants within each 4-digit 
industry to one of ten factor intensity deciles 
reduced the productivity advantage of exporters 
within these bins to 9 percent, using capital 
intensity, and to 11 percent, using our skill- 
intensity measure. 

Nevertheless, even controlling for industry 
and factor-intensity differences, substantial het- 
erogeneity in productivity, and a productivity 
advantage of exporters, remains. Hence a satis- 
factory explanation of these phenomena must 
go beyond the industry or factor-intensity di- 
mension (although we concede that these fac- 
tors are not irrelevant). We consequently pursue 
an explanation of the plant-level facts that, as 
an early foray, bypasses industry and factor- 
intensity differences. 

II. The Model 

Our model introduces imperfect competition 
into Eaton and Kortum's (2002) probabilistic 
formulation of comparative advantage, which 
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The Exporter Premium: Productivity
Bernard, Eaton, Jensen and Kortum (AER, 2003) for US dataVOL. 93 NO. 4 BERNARD ET AL.: PLANTS, PRODUCTIVITY IN INTERNATIONAL TRADE 
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FIGURE 2B. RATIO OF PLANT LABOR PRODUCTIVITY TO 4-DIGIT INDUSTRY MEAN 

TABLE 2-PLANT-LEVEL PRODUCTIVITY FACTS 

Variability Advantage of exporters 
Productivity measure (standard deviation (exporter less nonexporter 
(value added per worker) of log productivity) average log productivity, percent) 

Unconditional 0.75 33 
Within 4-digit industries 0.66 15 
Within capital-intensity bins 0.67 20 
Within production labor-share bins 0.73 25 
Within industries (capital bins) 0.60 9 
Within industries (production labor bins) 0.64 11 

Notes: The statistics are calculated from all plants in the 1992 Census of Manufactures. The "within" measures subtract the 
mean value of log productivity for each category. There are 450 4-digit industries, 500 capital-intensity bins (based on total 
assets per worker), 500 production labor-share bins (based on payments to production workers as a share of total labor cost). 
When appearing within industries there are 10 capital-intensity bins or 10 production labor-share bins. 

itself extends the Ricardian model of Rudiger tinuum of goods indexed by j E [0, 1]. De- 
Dombusch et al. (1977) to incorporate an arbi- mand everywhere combines goods with a con- 
trary number N of countries. stant elasticity of substitution a > 0. Hence 

As in this earlier literature, there are a con- expenditure on good j in country n, Xn(j), is 

1273 
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The Exporter Premium: Productivity
EKK (2011) on France
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The Exporter Premium: Domestic Sales
EKK (2011) on France1460 J. EATON, S. KORTUM, AND F. KRAMARZ

FIGURE 3.—Sales in France and market entry.

market on the x axis. The relationship is tight and linear in logs as in Figure 3B,
although slightly flatter, with a slope of −0.57. Firms selling to less popular
markets and to more markets systematically sell more in France.

Delving further into the French sales of exporters to markets of varying pop-
ularity, Figure 3D reports the 95th, 75th, 50th, and 25th percentile sales in
France (on the y axis) against the number of firms selling to each market. Note
the tendency of sales in France to rise with the unpopularity of a destination
across all percentiles (less systematically so for the 25th percentile).9

2.4. Export Intensity

Having looked separately at what exporters sell abroad and what they sell in
France, we now examine the ratio of the two. We introduce the concept of a

9We were able to observe the relationship between market popularity and sales in France for
the 1992 cross section as well. The analog (not shown) of Figure 3C is nearly identical. Further-
more, the changes between 1986 and 1992 in the number of French firms selling in a market
correlate negatively with changes in the mean sales in France of these firms. The only glaring
discrepancy is Iraq, where the number of French exporters plummeted between the two years,
while average sales in France did not skyrocket, as the relationship would dictate.
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Other Exporter Premia

Examples of other exporter premia seen in the data (and there are
many more):

Produce more products: BJRS (2007) and Bernard, Redding and
Schott (QJE, 2011)
Higher Wages: Frias, Kaplan and Verhoogen (2011 wp) using
employer-employee linked data from Mexico (i.e., when a given worker
moves from a purely domestic firm to an exporting firm, his/her wage
rises).
More expensive (potentially indicating higher quality) material inputs:
Kugler and Verhoogen (REStud, 2012) using very detailed data on
inputs used by Colombian firms.
Innovate more: Aw, Roberts and Xu (AER, 2011).
Pollute less: Holladay (2015)
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Firm- and Industry-level Responses to Trade Liberalization

An enormous literature has used firm-level panel datasets to explore
how firms (and, hence, entire industries) respond to trade
liberalization episodes.

This has been important for policy, as well as for the development of
theory.

Interestingly, the first available data (and the largest and most
plausibly exogenous trade liberalization episodes) was from developing
countries. So this has been important for the field of Development
Economics as well.
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Measuring Aggregate Industry Productivity: Some Caveats

Most of these studies have been concerned with the effects of trade
liberalization on aggregate industry productivity, defined in quite a
naive way as some weighted sum of each firm’s physical productivity.

Unfortunately, one often cares about much more than this.

Within industries, consumers may care about some firms’ varieties
more than others’.
Trade liberalization will also change the set of imported varieties, and
this effect is obviously not counted at all in measures of an industry’s
(purely domestic) productivity.

Data limitations have presented a full and integrated assessment of all
of these channels.

Bottom line: when there are multiple goods (as there obviously are
within differentiated product industries), average/total productivity is
not necessarily a good proxy for welfare.
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Aggregate Industry Productivity: A Decomposition I

Tybout and Westbrook (1995), among others, provide a helpful way
of thinking about the effects of trade liberalization on aggregate
industry productivity.

Notation:

Output of firm i in year t is: qit = Ait f (vit), where Ait is firm-level
TFP and vit is a vector of inputs.
Let f (vit) = γ(g(vit)), where the function g(.) is CRTS. Then all
economies of scale are in γ(.).
Let Bit = qit/g(vit) be measured productivity.
And let Sit = g(vit)/

∑
i g(vit) be the firm’s market share in its

industry, but where market shares are calculated on the basis of inputs
used.
And let µit = d ln(qit)

d ln(git)
.
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Aggregate Industry Productivity: A Decomposition II

Then industry-wide average productivity (defined as Bt ≡
∑

i SitBit)
will change according to:

dBt

Bt
=

∑
i

(
dgit
git

)
(µit − 1)

(
qit
qt

)
︸ ︷︷ ︸

Scale effects

+
∑
i

dSit

(
Bit

Bt

)
︸ ︷︷ ︸

Between-firm reallocation effects

+
∑
i

(
dAit

Ait

)(
qit
qt

)
︸ ︷︷ ︸
Within-firm TFP effects

The literature here has looked at the extent to which each of these
terms responds to a liberalization of trade policy.
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Trade Liberalization: Scale Effects

Not much work on this.

But Tybout (2001, Handbook chapter) argues that since exporting
plants are already big it is unlikely that there is a large potential for
trade to expand underexploited scale economies.

Likewise, since the bulk of production in any industry is concentrated
on already-large firms, the scope for the ‘scale effects’ term to matter
in terms of changes is small.
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Trade Liberalization: Within- and Between-Firm Effects

This is where the bulk of work has been done.

Indeed, the finding of apparently substantial aggregate productivity
gains from between-firm reallocations was an important impetus for
work on heterogeneous firm models in trade.

The finding that reallocations of factors (and market share) from
low-Bit to high-Bit firms can be empirically significant was taken by
some as evidence for an ‘additional’ source of welfare gains from trade.
(But, again, important to keep in mind that this “aggregate
productivity” term is not necessarily a clean measure of welfare.)
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Trade Liberalization: Pavcnik (REStud, 2002)

Pavcnik (2002) recognized that a good measure of dBt
Bt

and each of

its two decomposition terms
∑

i dSit

(
Bit
Bt

)
and

∑
i

(
dAit
Ait

)(
qit
qt

)
required a good measure of Bit .

It is hard to measure these TFP terms Bit because of:

Simultaneity: Firms probably observe Bit and take actions (eg how
much factor inputs to use) based on it. The econometrician doesn’t
observe Bit , but can infer it by comparing outputs to factor inputs
used. But this only works if one is careful to invert the firm’s decisions
about factor input choices that were based on Bit .

Selection: Firms with low Bit might drop out of the sample and thus
not be observed to the same extent as high Bit firms.

Pavcnik (2002) was the first to apply to trade liberalization Olley and
Pakes (1996)’s techniques for dealing with simultaneity and selection.

We discuss this briefly first before returning to the decomposition.
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Olley and Pakes (Ecma, 1996)

Drop the firm subscript i (but everything below is at the firm level).

Let xt be variable inputs that can be adjusted freely, and let kt be
capital which takes a period to adjust and is costly to do so (usual
convex costs).

So output is: yt = β0 + βxt + βkkt + ωt + µt , where ωt is TFP that
the firm knows and µt is the TFP that the firm does not know. (The
econometrician knows neither.) Both are Markov random variables
(which is not innocuous actually, since we are trying to estimate TFP
in order to relate it to trade policy; is trade policy Markovian?)

Ericsson and Pakes (1995) show that:

It is a Markov Perfect Equilibrium for firms to exit unless ωt exceeds
some cutoff ωt(kt).
Investment behaves as: it = it(ωt , kt), where it(.) is strictly increasing
in both arguments.
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Olley and Pakes (1996)

First step: estimate β.

Estimating β (the coefficient on variable inputs) is easier since we’re
assuming that any firm in the sample in year t woke up in t, observed
its ωt , and chose exactly as many variable inputs xt as it wanted.

Invert it = it(ωt , kt): ωt = θt(it , kt). Note that we have no idea what
the function θ(.) looks like.
Then we have yt = βxt + λt(kt , it) + µt , where
λt(kt , it) ≡ β0 + βkkt + θt(kt , it).
Estimate this function yt and control for λ(.) non-parametrically.
This is typically done with a ‘series/polynomial estimator’: some
high-order (Pavcnik uses 3rd-order) polynomial in kt and it .
With λt(.) controlled for, the coefficient on xt is just β.
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Olley and Pakes (1996)

Second step: estimate βk .

This is more complicated, as the firm makes an investment decision it
in year t that is forward-looking, and this decision determines kt+1.
The firms know more about ωt+1 than we do, so we need to worry
about this.

Let the firm’s expectation about ωt+1 be: E [ωt+1|ωt , kt ] = g(ωt)− β0.
We have no idea what g(.) is, but it should be strictly upward-sloping.
Note that g(ωt) = g(θt(it , kt)) = g(λt − βkkt). We already have
estimates of λt from Step 1 so think of λt as observed.
So we have: yt+1 − βxt+1 = βkkt+1 + g(λt − βkkt) + ξt+1 + µt+1.
(ξt+1 is defined by: ξt+1 = ωt+1 − E [ωt+1|ωt , kt ].)
The goal is to estimate βk , which we can do here with non-parametric
functions g(.) and non-linear estimation (βk appears inside g(.)).
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Olley and Pakes (1996)

However, the above procedure (in Step 2) is invalid if some firms will
exit the sample.

That is, we only observe the firms whose expectations about ωt+1

exceed the continuation cut-off ωt(kt).

OP (1996) derive another correction for this:

let Pt = Pr(continuing in t + 1) =
Pr
[
ωt+1 > ωt+1(kt+1)|ωt+1(kt+1), ωt

]
= pt(ωt , ωt+1(kt+1)).

And let Φ(ωt , ωt+1(kt+1)) = E
[
ωt+1|ωt , ωt+1 > ωt+1(kt+1)

]
+ β0.

So Φ(ωt , ωt+1(kt+1)) = Φ(ωt , p
−1
t (Pt , ωt)) = Φ(ωt ,Pt).

Hence we should really estimate
yt+1 − βxt+1 = βkkt+1 + Φ(λt − βkkt ,Pt) + ξt+1 + µt+1

This requires an estimate of Pt , the probability of survival. OP show
that Pt = pt(it , kt) so we can estimate Pt from a series polynomial
probit regression of a survival dummy on polynomials in it and kt .
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Levinsohn and Petrin (REStud, 2003)

A limitation of the OP procedure is that it requires investment to be
non-zero (recall that it(.) is strictly increasing).

In the OP model this will never happen, but in the data it does.

Caballero and Engel and others have done work on models that do
include this ‘lumpy investment’.
Clearly the extent of the problem depends on the length of a ‘period’ t
in the data.
Long periods can mask (i.e. smooth over) the lumpy nature of
investment but it is probably still a constraint on investment that firms
have to worry about).

Levinsohn and Petrin (2003) introduce a procedure for dealing with
this (but Pavcnik doesn’t use it).
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Pavcnik (2002): Data and Setting

Chile’s trade liberalization:

Began in 1974, finished by 1979. (Tariffs actually rose a bit in 1982
and 1983 before falling again).
As usual with these trade liberalization episodes, there were a lot of
other things going on at the same time.

Pavcnik has plant-level panel data from 1979-1986

All plants (in all years open) with more than 10 workers
Unfortunately, no ability to link plants to their own trading behavior
(though one could do that now).
Closest link is to the industry, for which we know (from other sources)
how much trade is going on. On this basis, Pavcnik characterizes firms
(i.e. four-digit industries) as ‘import competing’ (imports exceed 15%
of domestic output), ‘export-oriented’ (export over 15% of output) or
‘non-tradable’ (neither of above).
One would really want to use tariffs at the industry level and exploit
time variation in these (as some other studies have done).
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Pavcnik (2002): Results
Exit is important PAVCNIK TRADE LIBERALIZATION 257 

TABLE 1 

Plants active in 1979 but not in 1986 

Share of Share of Share of Share of Share of Share of 
Trade orientation plants labour capital investment value added output 

Exiting plants of a given trade orientation as a share of all plants active in 1979 
All trade orientations 0.352 0 252 0.078 0.135 0.155 0.156 
Export-oriented 0.045 0 049 0.009 0.039 0.023 0.023 
Import-competing 0.141 0 108 0.029 0 047 0.068 0.065 
Nontraded 0.165 0.095 0.040 0 049 0 064 0.067 

Exiting plants of a given trade orientation as a share of all exiting plants 
Export-oriented 0.129 0 194 0 117 0 289 0 149 0.148 
Import-competing 0.401 0 429 0.369 0.350 0.436 0.419 
Nontraded 0.470 0.377 0.513 0 361 0.415 0.432 

Exiting plants of a given trade orientation as a share of all plants active in 1979 in the corresponding 
trade sector 
Export-oriented 0.416 0 298 0.030 0 172 0 121 0.128 
Import-competing 0.383 0 263 0.093 0.149 0.183 0.211 
Nontraded 0.316 0 224 0.104 0 107 0.147 0.132 

Note: This figure also includes plants that exited after the end of 1979, but before the end of 1980 
and were excluded in the estimation because of missing capital variable. 

force, 13% of the 1979 investment, and 16% of the 1979 manufacturing output.8 Evidence 
presented in the top and middle section of Table 1 indicates that the incidence of exit 
varied across plants in the export-oriented, import-competing, and nontraded goods 
sectors. Out of the 35% of the plants that exited the market, 13% belonged to the export- 
oriented sectors, 40% belonged to the import-competing sector, and 47% to the non- 
traded-goods sector. Similarly, of the 25% of the workers that were employed in 1979 but 
lost their job thereafter, 19% are displaced from the export-oriented sector, 43% from the 
import-competing sectors, and 38% from the nontraded goods sector. Finally, out of 16% 
of the 1979 output attributable to the exiting plants, 15% belonged to the plants exiting 
from the export-oriented sectors, 42% to the plants from the import-competing sectors, 
and 43% to the plants from the nontraded-goods sectors. 

The above figures suggest that plants in the import-competing sectors experienced the 
largest displacements in terms of employment, whereas plant closings did not play as 
significant a role for the plants in the export-oriented industries. Yet, these results might be 
misleading due to the small size of the export-oriented sector. The bottom part of Table 1 
depicts the plants of a given trade orientation that are active in 1979 but not in 1986 as a 
share of the corresponding trade sector in 1979. 42% of the plants in the export-oriented 
sector that were active in 1979 are no longer active in 1986. These plants accounted for 
30% of employment, 17% of investment and 13% of output in the export-oriented sector 
in 1979. Similarly, 38% of plants in the import competing sector, and 32% of plants in 
the non-traded sector, accounting for 26% and 22% of the 1979 employment in the 
corresponding sectors respectively, are active in 1979 but no longer produce in 1986. 

Overall, these descriptive statistics suggest that exit seems to play an important role in 
the adjustment process after the Chilean trade liberalization. Part of these exit patterns 

8. Plants could either exit the data because they go bankrupt or their number of workers falls below 10. 
Table 1 does not count as exit plants that disappear from the data due to low number of employees and then 
appear again later in the data. I also do not count as exit a plant switching its ISIC industry sector. Most of these 
switches occur on a four digit ISIC level, so they do not affect the estimates of production function. 
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Pavcnik (2002): Results
Production function estimation (‘series’ is the OP method)

PAVCNIK TRADE LIBERALIZATION 259 

TABLE 2 

Estimates of production functions 

Balanced panel Full sample 

Fixed Fixed 
OLS effects OLS effects Series 

(1) (2) (3) (4) (5) 
Coef. S.E. Coef. S.E. Coef. S.E. Coef. S.E. Coef. S.E. 

Food Unskilled labour 0.152 0.007 0.185 0.012 0.178 0.006 0.210 0.010 0.153 0.007 
processing Skilled labour 0.127 0.006 0.027 0.008 0.131 0.006 0.029 0.007 0.098 0.009 

Materials 0.790 0.004 0.668 0.008 0.763 0.004 0.646 0.007 0.735 0.008 
Capital 0.046 0.003 0.011 0.007 0.052 0.003 0.014 0.006 0.079 0.034 
N 6432 8464 7085 

Textiles Unskilled labour 0.187 0.011 0.240 0.017 0.229 0.009 0-245 0-015 0.215 0.012 
Skilled labour 0.184 0.010 0.088 0.014 0.183 0.009 0.088 0 012 0.177 0.011 
Materials 0-667 0.007 0.564 0.011 0.638 0.006 0.558 0.009 0.637 0.097 
Capital 0-056 0.005 0.015 0.012 0-059 0.004 0.019 0.011 0.052 0.034 
N 3689 5191 4265 

Wood Unskilled labour 0.233 0.016 0.268 0.026 0-247 0.013 0.273 0.022 0.195 0.015 
Skilled labour 0.121 0.015 0.040 0.021 0.146 0.012 0.047 0.018 0.130 0.014 
Materials 0.685 0.010 0.522 0.014 0.689 0.008 0.554 0-011 0.679 0.010 
Capital 0.055 0.007 0.023 0.018 0.050 0.006 -0-002 0-016 0.101 0.051 
N 1649 2705 2154 

Paper Unskilled labour 0.218 0.024 0-258 0.033 0.246 0.021 0.262 0.029 0.193 0.024 
Skilled labour 0.190 0.018 0.022 0.027 0.180 0.016 0.050 0.023 0.203 0.018 
Materials 0.624 0.013 0.515 0.025 0.597 0.011 0.514 0-021 0.601 0.014 
Capital 0.074 0-010 0.031 0.025 0.085 0.009 0.031 0.023 0.068 0.018 
N 1039 1398 1145 

Chemicals Unskilled labour 0.033 0.014 0-239 0.022 0.067 0.013 0.246 0-020 0.031 0.014 
Skilled labour 0.211 0.013 0.079 0.018 0.213 0-012 0.090 0-017 0.194 0.016 
Materials 0.691 0.009 0.483 0.013 0.698 0.008 0.473 0.013 0.673 0.012 
Capital 0.108 0.008 0.032 0.014 0.089 0.007 0.036 0.013 0.129 0.052 
N 2145 2540 2087 

Glass Unskilled labour 0.353 0.032 0 405 0.045 0.406 0.030 0.435 0.043 0.426 0.035 
Skilled labour 0.285 0.035 0.068 0.042 0-226 0.031 0.056 0.038 0.183 0.036 
Materials 0.523 0.022 0.360 0.026 0-544 0.019 0.403 0.024 0-522 0.024 
Capital 0.092 0.041 -0 015 0.036 0-093 0-011 -0-013 0.030 0142 0.053 
N 623 816 666 

Basic metals Unskilled labour 0.080 0.037 0.137 0.070 0.105 0.037 0.174 0.072 0.121 0.041 
Skilled labour 0.158 0.034 0-008 0.070 0.156 0-034 0.006 0.072 0.117 0.043 
Materials 0.789 0.017 0.572 0.040 0.771 0-016 0.567 0.039 0.727 0.032 
Capital 0.030 0.014 0.033 0.030 0.025 0.013 0.034 0.032 0.110 0.051 
N 306 362 255 

Machinery Unskilled labour 0.186 0-013 0.225 0.018 0.199 0.012 0.238 0.016 0.178 0.015 
Skilled labour 0.238 0.011 0.130 0.016 0.222 0-010 0.112 0.014 0.202 0.012 
Materials 0.611 0.008 0.530 0.012 0.619 0.007 0.548 0.010 0.617 0.009 
Capital 0.078 0.006 0.057 0.013 0.078 0.005 0.047 0-013 0.051 0.013 
N 3025 4015 3268 

Note: Under full sample, the number of observations is lower in the series than in the OLS column because the 
series estimation requires lagged variables. I have also estimated OLS and fixed effects regressions excluding these 
observations. The coefficients do not change much. All standard errors in column 5 are bootstrapped using 1000 
replications. 
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Pavcnik (2002): Results
Industry aggregate productivity growth, and its decomposition

PAVCNIK TRADE LIBERALIZATION 263 

TABLE 3 

Decomposition of aggregate productivity growth 

Aggregate Unweighted Aggregate Unweighted 
Industry Year Productivity Productivity Covariance Industry Year Productivity Productivity Covariance 

Food 79 0 000 0.000 0.000 Chemicals 79 0.000 0.000 0.000 
80 0.005 0.008 -0.003 80 0.014 0.046 -0.032 
81 0.008 0.058 -0.049 81 0.126 0.076 0.050 
82 0-209 0.099 0.110 82 0 312 0.039 0.274 
83 0.144 0.049 0.095 83 0.238 -0.050 0.288 
84 0.116 0.044 0.072 84 0.156 -0.040 0.196 
85 0.092 0.014 0.078 85 0 229 -0.033 0.262 
86 0.179 0.129 0.050 86 0 432 -0.056 0.488 

Textiles 79 0.000 0-000 0.000 Glass 79 0.000 0.000 0.000 
80 0.064 0.063 0.001 80 0.137 -0.036 0.174 
81 0.148 0.119 0029 81 0.109 -0.073 0.182 
82 0.147 0.090 0.057 82 0.155 -0.044 0.200 
83 0.075 0.063 0 012 83 0.231 -0.052 0.283 
84 0.130 0 082 0.048 84 0.257 -0.071 0.328 
85 0.136 0.095 0.041 85 0.193 -0.095 0.287 
86 0.184 0.171 0.013 86 0.329 -0.011 0.340 

Wood 79 0 000 0 000 0 000 Basic 79 0.000 0.000 0 000 
80 -0.052 -0.030 -0 022 metals 80 -0 136 -0 022' -0.114 
81 -0.125 -0 071 -0 054 81 -0.002 0.050 -0 052 
82 0070 -0076 0.145 82 0711 0215 0.496 
83 0 148 -0.051 0.198 83 0 343 0.030 0.312 
84 0.169 0.038 0 131 84 0.153 -0.037 0.190 
85 0.019 -0 038 0.058 85 0.228 -0 153 0 380 
86 -0 035 0.045 -0 081 86 0.183 -0 076 0.259 

Paper 79 0 000 0.000 0 000 Machinery 79 0.000 0.000 0.000 
80 -0 111 -0 035 -0 076 80 0.031 -0-025 0.005 
81 -0 127 0.038 -0 165 81 0 125 0 070 0.055 
82 -0 127 -0.079 -0.048 82 0 131 0.027 0.105 
83 -0.084 -0 221 0 137 83 0.077 0 025 0.053 
84 -0.073 -0.266 0.192 84 0 137 0.072 0.064 
85 -0 252 -0.362 0.110 85 0.083 0.032 0 051 
86 -0.131 -0 326 0.195 86 0.076 0 040 0.036 

All 79 0.000 0.000 0 000 Import 79 0.000 0 000 0 000 
80 -0 010 0.018 -0 027 competing 80 -0 063 0.027 -0.090 
81 0.051 0.054 -0.003 81 0 032 0.092 -0.061 
82 0.329 0 048 0-281 82 0.088 0.066 0.022 
83 0 174 0.010 0.164 83 0.077 0.034 0.043 
84 0.117 0.025 0.092 84 0.089 0.059 0030 
85 0 120 -0.003 0 123 85 0 095 0.061 0.034 
86 0.193 0 066 0 127 86 0.319 0 107 0 213 

Export 79 0.000 0.000 0.000 Nontraded 79 0.000 0.000 0 000 
oriented 80 -0.059 -0.038 -0.021 80 0.044 0 021 0 024 

81 -0 048 -0 054 0.006 81 0.101 0 047 0 054 
82 0.591 0 040 0.551 82 0.228 0.038 0 190 
83 0.326 0 015 0 311 83 0 127 -0 004 0.131 
84 0.178 0.049 0.129 84 0.114 0.000 0.114 
85 0 203 -0 011 0 214 85 0 101 -0.040 0 142 
86 0.254 0 087 0.166 86 0-062 0 038 0.024 

Note: The reported growth figures are relative to 1979. 

5.3. Estimation of variation in plant-level productivity 

Although the above evidence suggests that plants belonging to sectors with different trade 
orientations react differently after a trade liberalization episode, I have not formally 
identified the influence of trade on the evolution of a plant's productivity. Since it is 
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Pavcnik (2002): Results on Trade Liberalization
TFPit = αt + αi + α3(Trade × Time)it + νit
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0.015** 

0.059 

0.015** 

0.061 

0.015** 

im
_85 

0.103 

0.017** 

0.104 

0.017** 

0.104 

0.017** 

0.101 

0.015** 

0.102 

0.016** 

0.101 

0.015** 

im
_86 

0 071 

0.019** 

0 073 

0.017** 

E
xit 

indicator 

-0.081 

0.011** 

-0.076 

0.014** 

-0.019 

0.010** 

-0.010 

0.013 

E
xit 

export 

indicator 

-0.021 

0.036 

-0.069 

0.035* 

E
xit-im

port 

indicator 

-0.007 

0.023 

-0.005 

0.021 

Industry 

indicators 

yes 

yes 

yes 

yes 

yes 

yes 

P
lant 

indicators 

no 

no 

no 

yes 

yes 

yes 

Y
ear 

indicators 

yes 

yes 

yes 

yes 

yes 

yes 

R
2 

(adjusted) 

0.057 

0.058 

0.062 

0.498 

0.498 

0.488 

N
 

22983 

22983 

25491 

22983 

22983 

25491 

N
ote: 

** 

and 
* indicate 

significance 
at 
a 5%

 

and 

10%
 

level, 

respectively. 

Standard 

errors 

are 

corrected 

for 

heteroscedasticity. 

Standard 

errors 
in 

colum
ns 

1-3 

are 

also 

adjusted 

for 

repeated 

observations 
on 

the 

sam
e 

plant. 

C
olum

ns 
1, 
2, 
4, 

and 
5 do 

not 

include 

observations 
in 

1986 

because 

one 

cannot 

define 

exit 

for 

the 

last 

year 
of 
a panel. 
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Trefler (AER, 2004)

Trefler evaluates how Canadian industries and plants responded to
Canada’s trade agreement with the United States in 1989.

This is a particularly ‘clean’ trade liberalization (not a lot of other
components of some broader ‘liberalization package’ as was often the
case in developing country episodes).

Further, this is a rare example in the literature of a reciprocal trade
agreement:

Canada lowered its tariffs on imports from the US, so Canadian firms in
import-competing industries face more competition.
And the US lowered its tariffs on Canadian imports, so Canadian firms
in export-oriented industries face lower costs of penetrating US
markets.

So this is a great ‘experiment’. Unfortunately the data aren’t as rich
as Pavcnik’s so Trefler can’t look at everything we’d like.
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Trefler (2004): The Reciprocal Trade Liberalization
THE AMERICAN ECONOMIC REVIEW 
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FIGURE 1. CANADIAN AND U.S. BILATERAL TARIFFS IN 
MANUFACTURING 

(In Percents) 

I. The FTA Tariff Cuts: Too Small to Matter? 

This paper deals with the impact of FTA- 
mandated tariff cuts. The top panel of Figure 1 
plots Canada's average manufacturing tariff 
against the United States (solid line) and Can- 
ada's average manufacturing tariff against the 
rest of the world (dashed line). The bottom 
panel plots the corresponding U.S. tariffs 
against Canada (solid line) and the rest of the 
world (dashed line). In 1988, the average Cana- 
dian tariff rate against the United States was 8.1 
percent. The corresponding effective tariff rate 
was 16 percent.1 Perhaps most importantly, tar- 

1 Both the nominal and effective tariff rates were aggre- 
gated up from the 4-digit SIC level using Canadian produc- 
tion weights. The standard formula used to calculate the 
effective rate of protection appears in Trefler (2001, p. 39). 
Details about construction of the tariff series appear in 
Appendix A. 

iffs in excess of 10 percent sheltered one in four 
Canadian industries. Given that these industries 
were almost all characterized by low wages, 
low capital-labor ratios, and low profit margins, 
the 1988 tariff wall was indeed high. Similar 
comments apply to the U.S. tariff against Can- 
ada, albeit with less force since the average 
1988 U.S. tariff was 4 percent. 

That one in four Canadian industries had 
tariffs in excess of 10 percent depends crucially 
on the level of aggregation. I am working with 
4-digit Canadian SIC data (213 industries). If 
one aggregates up even to 3-digit data (105 
industries), almost no industries had 1988 tariffs 
in excess of 10 percent. This is important be- 
cause studies of trade liberalization typically do 
not work with such disaggregated tariff data. 
For example, papers by Tybout et al. (1991), 
Levinsohn (1993), Harrison (1994), Tybout and 
Westbrook (1995), Gaston and Trefler (1997), 
Krishna and Mitra (1998), and Beaulieu (2000) 
are never at a finer level of aggregation than 
3-digit ISIC with its 28 manufacturing sectors. 

The core feature of the FTA is that it reduced 
tariffs between Canada and the United States 
without reducing tariffs against the rest of the 
world. Graphically, the FTA placed a gap be- 
tween the dashed and solid lines of Figure 1. 
Letting i index industries and t index years, my 
measures of the FTA policy levers will be 

TA: The FTA-mandated Canadian tariff 
concessions granted to the United 
States. In terms of the top panel of 
Figure 1, this is the solid line minus 
the dashed line. 

Tius: The FTA-mandated U.S. tariff 
concessions granted to Canada. In 
terms of the bottom panel of Figure 
1, this is the solid line minus the 
dashed line. 

trA and rtU capture the core textual aspects of 
the FTA.2 

2 Given that tariffs are positively correlated with effec- 
tive tariffs and nontariff barriers to trade (NTBs), the 
coefficients on 7TA and ,i[s will capture the effects of 
FTA-mandated reductions in tariffs, effective tariffs, and 
nontariff barriers. This is exactly what I want: When 

SEPTEMBER 2004 872 
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Trefler (2004): Empirical Approach

Define the policy ‘treatment’ variables:

Let τCAit be the FTA-mandated Canadian tariff on US imports in
industry i and year t. This is the gap between the solid and dotted
lines in the previous figure (top panel).
Let τUSit be the US equivalent.

Trefler estimates the following ‘diff-in-diff’ regression (notation
explained on next slide):

(∆yi1 −∆yi0) = θ + βCA(∆τCAi1 −∆τCAi0 ) + βUS(∆τUSi1 −∆τUSi0 )

+ γ(∆yUSi1 −∆yUSi0 ) + δ(∆bi1 −∆bi0) + νi
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Trefler (2004): Empirical Approach

Trefler estimates the following ‘diff-in-diff’ regression:

(∆yi1 −∆yi0) = θ + βCA(∆τCAi1 −∆τCAi0 ) + βUS(∆τUSi1 −∆τUSi0 )

+ γ(∆yUSi1 −∆yUSi0 ) + δ(∆bi1 −∆bi0) + νi

Notation:

∆Xis is defined as the annualized log growth of a variable ‘Xi ’ over all
years in period s. Note that this means the specification is DD in
growth rates of y .
There are two periods s: that before the FTA (1980-1986, s = 0), and
that after the FTA (1988-1996, s = 1).
y is any outcome variable. Employment and output per worker are the
two main outcomes of interest.
yUS is the same outcome variable but for industries in the US. This is
meant to act as a control, but it is endogenous so needs an IV.
b is ‘business conditions’: measures based on GDP and real exchange
rates.

MIT 14.581 (Costinot and Donaldson) Firm Heterogeneity (Empirics) Fall 2018 (lecture 13) 36 / 42



Trefler (2004): Empirical Approach

Trefler (2004) looks at this specification with both plant-level and
industry-level data.

A caveat is that the paper focuses on plants that have good data,
which is relatively large plants only.
Another caveat is that the above approach requires units of analysis to
be observed in 1980, 1986, 1988 and 1996. So any exiting or newly
entering firms are not part of the analysis.

To do this he runs exactly the same regression as above on plants
within industries, rather than on industries. Note however that the
‘treatment’ variable τCAit does not differ across plants.

This is attractive here, as it means we can directly compare the tariff
coefficient in the industry regression with that in the plant-level
regression—if these coefficients differ, this is suggestive of reallocation
effects across plants generating aggregate industry-level losses/gains.
NB: Trefler and Lileeva (QJE 2009), which focuses on a different
question (and which we look at later in the course), does construct
firm-specific tariffs by using tariffs on each of the ‘products’ (6-digit
industries) that each firm produces.
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Trefler (2004): Results on Employment
NB: ‘βCA’ (etc) reported here is really β̂CA∆τCA

k1 where ‘k’ means ‘an an average of the
1/3rd most affected industries’. THE AMERICAN ECONOMIC REVIEW 

TABLE 1-DETAILED RESULTS FOR EMPLOYMENT 

Business 
Canadian U.S. conditions U.S. control Total FTA 

tariffs ATCA tariffs ATUS Ab AyUO impact Construction Adjusted OverId/ 
of Ab 1CA t 3US t 8 t Y t R2 Hausman TFI t 

Industry level, OLS 
1 gdp, rer (2) -0.12 -2.35 -0.03 -0.67 0.29 6.96 0.15 2.21 0.24 -0.05 -2.66 
2 gdp, rer (0) -0.11 -2.03 -0.04 -0.91 0.30 3.66 0.21 2.75 0.12 -0.06 -2.58 
3 gdp (2) -0.11 -2.08 -0.03 -0.66 0.37 6.60 0.15 2.16 0.23 -0.05 -2.41 
4 - -0.14 -2.40 -0.02 -0.52 0.20 2.58 0.07 -0.06 -2.58 
5 gdp, rer (2) -0.13 -2.48 -0.02 -0.39 0.28 6.74 0.29 3.00 0.24 -0.05 -1.71 
6 gdp, rer (2) -0.14 -2.75 -0.03 -0.80 0.30 7.12 0.23 -0.06 -3.16 
7 - -0.17 -2.88 -0.03 -0.66 0.04 -0.07 -3.15 
8 gdp, rer (2) -0.14 -2.24 -0.02 -0.53 0.29 6.89 0.15 2.11 0.24 -0.06 -2.65 
9 gdp, rer (2) -0.12 -2.30 -0.06 -1.45 0.30 7.23 0.14 2.04 0.27 -0.06 -3.24 

Plant level, OLS 
10 gdp, rer (2) -0.12 -3.76 0.00 0.15 0.13 4.59 0.25 5.29 0.04 -0.04 -3.26 
11 gdp, rer (2) -0.12 -3.60 -0.01 -0.26 0.16 5.63 0.25 5.21 0.02 -0.04 -3.51 
Industry level, IV 
12 gdp, rer (2) -0.24 -1.45 0.09 0.66 0.29 6.68 0.15 2.06 0.22 0.60/0.65 -0.04 -1.26 
13 gdp, rer (2) -0.24 -1.43 0.04 0.29 0.31 6.37 -0.16 -0.50 0.20 0.67/0.57 -0.05 -1.57 
Plant level, IV 
14 gdp, rer (2) -0.19 -2.40 0.07 0.94 0.13 4.30 0.24 4.96 0.04 0.14/0.99 -0.04 -2.55 
15 gdp, rer (2) -0.19 -2.44 0.07 0.92 0.13 4.17 0.16 0.95 0.03 0.10/0.89 -0.04 -3.10 

Notes: The dependent variable is the log of employment. The estimating equation is equation (6) for the industry-level 
regressions and equation (7) for the plant-level regressions. 1CA is scaled so that it gives the log-point impact of the Canadian 
tariff concessions on employment in the most impacted, import-competing industries. 3US is scaled so that it gives the 
log-point impact of the U.S. tariff concessions on employment in the most impacted, export-oriented industries. The "Total 
FTA impact" column gives the joint impact of the tariff concessions on employment in all 213 industries. The "OverId/ 
Hausman" column reports p-values for the overidentification and Hausman tests. Rejection of the instrument set or exogeneity 
are indicated by p-values less than 0.01. The number of observations is 213 for the industry-level regressions and 3,801 for 
the plant-level regressions. In rows 4 and 7, the business conditions variable is omitted so that business conditions are 
controlled for implicitly by double-differencing AY.i - Ayio. In row 5 the U.S. control is replaced by the Japan-U.K. control 
discussed in the text. In row 8, the 2 "outlier" observations with the largest Canadian tariff cuts are omitted. In row 9, all 9 
observations associated with the automotive sector are omitted. In row 11, the plant controls are omitted. In rows 12 and 14, 
only the Canadian and U.S. tariff variables are instrumented. In rows 13 and 15, the two tariff variables and the U.S. control 
are instrumented. 

magnitudes shortly, but for now treat bCA and 
,US as the log-point changes in employment 
associated with the FTA. For example, the Ca- 
nadian tariff concessions led to a -0.12 log- 
point change in employment (t = -2.35). 

The first specification issue handled by Table 
1 deals with the sensitivity of 'CA and 'us to 
the way in which the business conditions vari- 
able Abis is constructed. In order to explain how 
Abi5 is constructed, define z (ln gdpt, In rert) 
where rert is the real exchange rate and let A1 be 
the annual difference operator so that Alzt = 
zt - zt-1 and A lYit = yi - i,t- 1. To construct 
Abi, I first regressed A lit on (Azt, ... , Alzt_j) 
for some lag length J. This is a time-series 
regression that was estimated separately for 

each i. The regression generates an industry- 
specific prediction AlYit of the effect of current 
and past business conditions on current annual 
employment growth. Second, note from equa- 
tion (1) that Ayil can be written as t=1989 
Alyit/8. This motivates the definition of Abil as 
Abil- = 1986 9 AYit/8. Abil is just an industry- 
specific prediction of the effect of business con- 
ditions on FTA-period employment growth. For 
the pre-FTA period, I use Abio 

= St198 

Alyi,/6. Note that there is a different Abi5 for 
each outcome. For example, when Ayi5 is earn- 
ings growth then Abis is the portion of industry 
i earnings growth driven by movements in GDP 
and the real exchange rate. See Appendix C for 
further details. 
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Trefler (2004): Results on Value Added per Hour
NB: ‘βCA’ (etc) reported here is really β̂CA∆τCA

k1 where ‘k’ means ‘an an average of the
1/3rd most affected industries’. THE AMERICAN ECONOMIC REVIEW 

TABLE 2-DETAILED RESULTS FOR LABOR PRODUCTIVITY 

Canadian 
tariffs U.S. Business U.S. control Total FTA 

Constrc ACA tariffs ATUS conditions Ab Ay5s impact Construction Adjusted OverId/ 
of Ab 1CA t 3US t 8 t Y t R2 Hausman TFI t 

Industry level, OLS 
1 gdp, rer (2) 0.15 3.11 0.04 1.14 0.25 8.30 0.16 1.99 0.31 0.058 3.79 
2 gdp, rer (0) 0.15 2.77 0.02 0.40 0.13 1.79 0.28 3.05 0.09 0.050 2.87 
3 gdp (2) 0.17 3.21 0.04 1.17 0.25 5.19 0.21 2.43 0.18 0.065 3.87 
4 - 0.16 2.85 0.01 0.34 0.29 3.23 0.08 0.051 2.89 
5 gdp, rer (2) 0.14 2.79 0.05 1.36 0.26 8.77 0.05 0.31 0.29 0.058 2.46 
6 gdp, rer (2) 0.14 2.96 0.05 1.44 0.27 8.82 0.30 0.059 3.89 
7 - 0.15 2.58 0.03 0.76 0.04 0.053 2.98 
8 gdp, rer (2) 0.17 2.97 0.04 0.98 0.26 8.34 0.16 1.95 0.30 0.061 3.76 
9 gdp, rer (2) 0.16 3.27 0.02 0.49 0.26 8.61 0.18 2.24 0.33 0.051 3.36 

Plant level, OLS 
10 gdp, rer (2) 0.08 1.70 0.14 3.97 0.12 3.95 0.11 1.51 0.06 0.074 4.92 
11 gdp, rer (2) 0.09 1.92 0.11 3.02 0.10 3.18 0.14 1.79 0.01 0.066 4.39 
Industry level, IV 
12 gdp, rer (2) 0.15 1.10 0.10 0.86 0.26 8.09 0.14 1.53 0.30 0.86/0.43 0.081 3.41 
13 gdp, rer (2) 0.13 0.89 0.13 1.01 0.28 6.99 -0.08 -0.28 0.28 0.87/0.51 0.083 3.40 
Plant level, IV 
14 gdp, rer (2) 0.22 1.67 0.05 0.49 0.11 3.20 0.17 1.80 0.06 0.06/0.77 0.082 2.53 
15 gdp, rer (2) 0.79 2.58 -0.49 -1.73 -0.19 -1.29 2.07 2.29 0.05 0.76/0.52 0.050 0.39 

Notes: The dependent variable is the log of labor productivity. The estimating equation is equation (6) for the industry-level 
regressions and equation (7) for the plant-level regressions. The number of observations is 211 for the industry-level 
regressions and 3,726 for the plant-level regressions. See the notes to Table 1 for additional details. In rows 4 and 7, the 
business conditions variable is omitted so that business conditions are controlled for implicitly by double-differencing Ayi, - 
Ayio. In row 5 the U.S. control is replaced by the Japan-U.K. control discussed in the text. In row 8, the two "outlier" 
observations with the largest Canadian tariff cuts are omitted. In row 9, all nine observations associated with the automotive 
sector are omitted. In row 11, the plant controls are omitted. In rows 12 and 14, only the Canadian and U.S. tariff variables 
are instrumented. In rows 13 and 15, the two tariff variables and the U.S. control are instrumented. 

thus little alternative but to work with labor 
productivity. I define labor productivity as value 
added in production activities per hour worked 
by production workers.9 I deflate using 3-digit 
SIC output deflators.10 Table 2 reports the labor 
productivity results. The table has the exact 

9 Trefler (2001) extensively examined the sensitivity of 
results to alternative definitions of labor productivity. Ap- 
pendix D of the current paper shows that the results are not 
sensitive to redefining labor productivity as total value 
added (in production plus nonproduction activities) per 
worker (production plus nonproduction workers). This def- 
inition does not correct for hours; however, it is useful in 
that it is directly comparable to the way in which I am 
forced to define U.S. labor productivity in Ayiu. (The U.S. 
ASM does not report value added in production activities.) 

10 Appendix D also shows that the results do not change 
when labor productivity is deflated by the available 2-digit 
SIC value-added deflators. I am indebted to Alwyn Young 
for encouraging me to carefully examine the issue of 
deflators. 

same format as the Table 1 employment results 
so that I can review it quickly. As in Table 
1, endogeneity is always rejected'1 and all the 
industry-level OLS results are similar so that I 
can focus on the baseline row 1 specification. 

From the industry-level OLS results, the Ca- 
nadian tariff concessions raised labor produc- 
tivity by 15 percent in the most impacted, 
import-competing group of industries (t = 
3.11). This translates into an enormous com- 
pound annual growth rate of 1.9 percent. The 
fact that the effect is smaller and statistically 
insignificant at the plant level (row 10) suggests 
that much of the productivity gain is coming from 
market share shifts favoring high-productivity 
plants. Such share shifting would come about 

1 The Table 2 plant-level IV results are based on an 
instrument set without squares or cross-products because 
these are rejected by the overidentification tests. 
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Subsequent Work: de Loecker (Ecma, 2011)

A well-known (and probably severe) problem with measuring
productivity is that we rarely observe output yit properly.

Instead, in most settings, one sees revenues/sales rit at the plant level
but some price measure only at the industry level: pt .

Klette and Griliches (1995) show the consequences of this:
What we think is a measure of firm-level TFP (eg yit/g(vit)) is really a
mixture of firm-level TFP, firm-level mark-ups, and firm-level
demand-shocks.

This is bad for studies of productivity. But it is worse for studies like
Pavcnik (2002) above that want to relate economic change (like trade
liberalization) to changes in productivity.

Trade liberalization could change mark-ups and demand.
Indeed, theory such as BEJK (2003) and Melitz and Ottaviano
(ReStud, 2008) suggests that mark-ups will change.
And Tybout (2000, Handbook chapter) reviews evidence of mark-ups
(and profit margins) changing (see also de Loecker and Warzynski
(AER, 2012) and deLGKP (Ecma, 2016)).
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de Loecker (2010)

de Loecker (2010) proposes a solution to this problem:
Specifies a demand system (CES across each firm’s variety, plus
firm-specific demand shifters).
This leads to an estimating equation like that used in OP (1996), but
with two complications.
First, each firm’s demand-shifter appears on the RHS. He effectively
instruments for these using trade reform variables (quotas, in a setting
of Belgian textiles).
Second, each coefficient (eg βk on capital) is no longer the production
function parameter, but rather the production function parameter times
the markup. But there is a way to correct for this after estimating
another coefficient (that on total industry quantity demanded) which is
the CES taste parameter (from which one can infer the markup).

This correction implies that the measured productivity effects of
Belgium’s textile industry are 50% than previously thought.

See de Loecker and Goldberg (ARE, 2015) and de Loecker and van
Biesebroeck (2016) for nice overviews of this literature.
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A Selection of Related Work

Blaum, Lelarge and Peters (2017): similar to EKK (2011) but looking
at import sourcing behavior of French firms

Antras, Fort and Tintelnot (AER, 2017): model of “global sourcing”
(combinations of inputs from around the world)

Armenter and Koren (AER, 2014): A “balls and bins” model of trade.
Asking how much of the extensive margin patterns of trade (across
firms, countries, products, etc) could arise from a purely probabilistic
model. Large scope for this given the highly sparse nature of the data
in this regard.

Armenter and Koren (JEEA, 2015): Asks how much of the exporter
premium and exporting firm share can be explained by firm size (and
hence IRTS).
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